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	General characteristics of the work. The integration of educational outcomes with workforce requirements is now a pressing issue facing economies worldwide in the age of digital transformation.In addition to changing industries, the fast development of information and communication technology (ICTs) has also changed the skills that future professionals must possess [1]. Higher education institutions are under more and more pressure to equip graduates with the technical and adaptable skills necessary to meet the quickly evolving demands of the industry as global economies move toward automation, artificial intelligence (AI), and data-centric operations [2]. Of them, the field of information technology (IT) has become one of the most dynamic, requiring students to constantly adjust to challenging interdisciplinary problems, data-driven workflows, and new programming paradigms [3].
	The choice of a career route is still quite difficult for university undergraduates, even with the growth of IT education. Finding job paths that fit their interests, abilities, and long-term goals is a challenge for many recent graduates. According to research, a sizable percentage of IT graduates wind up working in fields unrelated to their degree of concentration [4]. The absence of individualized career counseling programs that may combine behavioral and academic markers into a logical framework for decision-making frequently causes this mismatch. In the age of big data and artificial intelligence, traditional academic advising-which mostly depends on human intuition and small datasets-cannot scale efficiently [5].
	Recent developments in machine learning (ML) and artificial intelligence (AI) have created new avenues for enhancing educational decision-making. Large amounts of behavioral and academic data can be analyzed by AI-driven systems to produce tailored recommendations for pupils [6]. This is in line with the larger worldwide movement toward data-driven education, which is referred to as Learning Analytics (LA) and Educational Data Mining (EDM) [7]. Whereas LA analyzes educational data to aid in institutional decision-making, EDM concentrates on identifying patterns in the data to improve learning outcomes. Predictive modeling has become well-known in this context due to its capacity to predict career outcomes, dropout risks, and student performance [8].
	In the context of career counseling, artificial intelligence (AI) makes it possible to build prediction systems that determine the best career pathways for students based on their academic records, extracurricular activities, motivating factors, and personality features [9]. To interpret both structured and unstructured data, these systems use machine learning methods including Random Forest (RF), Support Vector Machines (SVM), K-Nearest Neighbors (KNN), Gradient Boosting (GB), and Deep Neural Networks (DNNs) [7-9]. Research has indicated that models that employ ensemble techniques, such Gradient Boosting, frequently perform better than conventional classifiers because of their ability to manage intricate, nonlinear interactions between features [10].
	However, there are also regional differences in how AI is incorporated into job counseling. Universities in developing nations, especially those in Central Asia, are still in the early phases of adopting AI-powered academic support systems, whereas those in Europe, North America, and parts of East Asia have already done so [11]. Under the government's Digital Kazakhstan initiative, the creation of digital ecosystems in education has been designated as a strategic priority in Kazakhstan [12]. However, data-driven career advice is still completely unexplored despite significant improvements in digital infrastructure and e-learning platforms [13].
	Using information gathered from Suleyman Demirel University's (SDU) Beta Career Platform, this dissertation fills that knowledge gap by putting forth a thorough AI-powered framework for forecasting career paths among IT students in Kazakhstan [14]. The framework creates predicted insights that can guide individualized career counseling by utilizing behavioral patterns, extracurricular activities, and academic performance. The goal of this study is to determine the most accurate and interpretable model for student career prediction by using a multi-model comparison that includes Gradient Boosting, Neural Networks, and the recently developed Kolmogorov–Arnold Networks (KANs). Higher interpretability and efficiency in low-data situations are provided by the integration of KANs, which represents the development of AI architectures beyond conventional neural networks [15].
	Additionally, this study responds to the priorities established by the Higher Scientific and Technical Commission in the field of "Information, Telecommunication, and Space Technologies," placing it within the national framework of Kazakhstan's educational modernization. Developing a predictive system that not only improves career counseling at SDU but also acts as a scalable model for other universities in Kazakhstan and other developing contexts is one of its two main goals.
	It is anticipated that the work's results will help academic institutions match their curricula to industry demands, increase graduates' employability, and further the nation's shift to a knowledge-based economy [16-17].
	In this study, several machine learning algorithms were evaluated for their predictive performance in the context of career guidance. Based on this comparative analysis, Gradient Boosting was identified as the most effective algorithm and was subsequently integrated into the Beta Career Platform at Suleyman Demirel University. According to student survey results, the implementation of this AI-based system led to a 27% increase in student satisfaction when comparing the academic years 2023–2024 and 2024–2025. By connecting the general characteristics of career advising challenges with the specific objectives of AI integration, the study demonstrates both the scientific and practical relevance of developing intelligent career guidance tools for IT students in Kazakhstan.
	Even with the quick development of digital transformation in higher education, choosing a career path for IT students is still a difficult and urgent problem [18]. Conventional university academic advising methods frequently ignore more comprehensive behavioral and motivational elements that significantly influence a student's career path in favor of narrow metrics like GPA or test scores [19]. Graduates' competencies and the demands of the labor market are mismatched as a result of this disconnect between academic evaluation and real-world employability outcomes, which is particularly noticeable in developing nations like Kazakhstan [20].
	The shortcomings of the current career counseling systems, which do not integrate data-driven tailoring, are brought to light by an expanding corpus of research in educational data mining [21]. Numerous solutions currently in use are manual or rule-based, providing broad guidance that fails to consider the intricate, non-linear nature of professional growth and human learning [22]. Furthermore, these models frequently rely on out-of-date or partial datasets, which renders them useless in domains that undergo constant change, such as information technology [23]. Because of this, graduates are unclear about their employment choices, and academic institutions find it difficult to show quantifiable improvements in student employability [24].
	The higher education system in Kazakhstan faces unique difficulties in adapting curricula to the quickly changing demands of the digital job market [25]. Despite the emphasis on innovation and digital competences in programs like Digital Kazakhstan, the systems for personalized academic and career counseling remain inadequate [26]. The majority of career counseling procedures are still manual, time-consuming, and heavily reliant on the subjective opinions of academic advisors [27]. The accuracy and objectivity of suggestions are limited by the old model's inability to scale and analyze vast amounts of student data [28].
	The dispersion of student data across institutional systems is another significant problem. Although information about participation in internships, extracurricular activities, and academic records is frequently kept apart, few universities have combined these datasets into a single analytical framework [29]. It is challenging to use sophisticated machine learning techniques that call for organized and extensive datasets because of this fragmentation. The potential for precise prediction and guidance is hampered as a result of the underutilization of important behavioral and performance information [30].
	Although existing AI-driven educational models, including academic performance predictors and recommendation systems, show promise, they are mostly trained on extensive Western datasets, which are very different from Kazakhstan's setting in terms of culture, economics, and education [31]. Consequently, the efficacy and interpretability of such models are limited when they are applied directly without modification [32]. For reliability and contextual relevance to be guaranteed, a locally verified, data-driven solution that is customized to the unique characteristics of Kazakhstani IT students is necessary [33].
	This dissertation suggests creating a thorough AI-based predictive framework that incorporates behavioral, academic, and extracurricular data from Suleyman Demirel University (SDU) students in order to fill in these gaps. The objective is to develop a customized career counseling model that can predict IT industry career trajectories with accuracy [34]. To identify the best prediction model, a comparison of several machine learning algorithms is carried out, including Random Forest, KNN, SVM, Gradient Boosting, Naïve Bayes, Decision Tree, Multi-Layer Perceptron (MLP), TabTransformer and Kolmogorov-Arnold Networks [35]. This research is further improved by the addition of Kolmogorov–Arnold Networks (KANs), a new breed of neural networks renowned for their outstanding performance on small datasets and good interpretability [36].
	The lack of an integrated, AI-powered system for predicting and recommending career paths based on multidimensional student data in Kazakhstani universities limits the effectiveness of academic advising and career development support for IT students [37]. This issue has multiple facets, including contextual, technological, and methodological. In terms of methodology, trustworthy and comprehensible AI models that can manage intricate educational data are required. Integrating diverse student data into a rational prediction framework is the technological difficulty [38]. To guarantee scalability and practical applicability, the solution must be tailored to Kazakhstan's educational and economic context [39].
	The proposed study supports Kazakhstan's shift to a knowledge-based, innovation-driven economy by tackling these issues and assisting in closing the gap between higher education and the workforce [38,39].
Problem statement. Although there are many job suggestion systems, the majority are still unable to fully capture the variety of student traits, concentrating only on academic indicators while ignoring behavioral and motivational aspects. Furthermore, despite their successful application in physics, energy, and industrial optimization tasks, sophisticated AI models like Kolmogorov-Arnold Networks (KANs) have not been modified for career path prediction because current implementations are memory-intensive and computationally intensive. In order to get over these restrictions, this dissertation creates and evaluates an optimized layer KAN architecture that offers a scalable, context-aware solution for individualized career counseling in higher education by increasing accuracy, decreasing prediction time, and using less memory.
	Relevance of the work. The global labor market has undergone a fundamental upheaval due to the rapid rate of digital transformation, necessitating the need for a new generation of workers with flexible technical and analytical abilities [40]. To boost productivity and spur innovation, businesses all over the world are depending more and more on automation, data analytics, and artificial intelligence (AI) technologies [41]. As a result, there is increasing pressure on the educational sector to adapt its methods of instruction and counseling to the changing demands of the technologically advanced economy [42]. Around 85 million jobs could be lost to automation, while 97 million new positions that are better suited to a digital economy will be created, according to the World Economic Forum's Future of Jobs Report (2023) [43]. A data-driven, individualized strategy to prepare pupils for occupations that have not yet completely materialized is required due to this paradigm change [44].
	AI-powered career counseling programs have become more well-known in this context as a means of bridging the knowledge gap between university and employment [45]. These systems use machine learning and predictive analytics to find relationships between a student's personality, ideal job paths, and academic achievement [46]. According to recent studies, artificial intelligence (AI) can offer more individualized and accurate career recommendations than conventional advising techniques, increasing job satisfaction and employability rates [47]. Furthermore, the increasing interest in Learning Analytics (LA) and Educational Data Mining (EDM) shows that the academic community around the world recognizes AI's potential to improve educational outcomes. AI-based solutions for curriculum adaption and student performance prediction have already been incorporated by nations like South Korea, Singapore, and Finland, leading to more effective talent development pipelines [48].
	However, there is still disparity in how these technologies are actually implemented in various geographical areas [49]. Developing countries encounter systemic limitations like fragmented data infrastructure, a lack of AI expertise, and limited integration of data-driven solutions into education management systems, whereas high-income countries enjoy the advantages of robust data ecosystems and strong institutional support for innovation [50]. As a result, there is a growing "AI adoption gap" in education that could exacerbate disparities in national competitiveness and graduate employability. By creating an AI-powered framework for predicting career paths that is especially suited to the setting of emerging economies, this research directly helps to close that gap.
	Relevance to Kazakhstan. In the State Program for the Development of Education and Science (2020–2025) and the national policy "Digital Kazakhstan," the Kazakh government has designated innovation and digital transformation in education as top objectives [51]. These programs place a strong emphasis on developing intelligent systems that improve workforce preparedness and match academic results to the demands of the contemporary job market. Nevertheless, data-driven career guidance systems are still in their infancy despite advancements in digital infrastructure. Inefficient methods of determining students' talents and appropriate career paths result from university advising's continued reliance on manual counseling and subjective judgment [52].
	Initiatives like Astana Hub, Digital Almaty, and the growth of the fintech and IT outsourcing industries are all contributing to the fast evolution of the Kazakhstani IT sector. Experts in domains including software engineering, cybersecurity, data analytics, and cloud computing are in great demand as a result of this rapid expansion [53]. However, a lack of efficient systems for career orientation and employer-student matching makes it difficult for many IT program graduates to find work that matches their skills [54]. The lack of AI-assisted systems that examine behavioral, extracurricular, and academic data leads to disjointed advising procedures and less than ideal career results.
	By creating a predictive career advising system using machine learning methods, this dissertation directly addresses these issues. The study offers factual proof of how AI may increase the precision of career recommendations and fortify the link between academic learning and employment using real-world data from Suleyman Demirel University's Beta Career Platform. Additionally, by showing how AI may be successfully and morally incorporated into advising frameworks, improving institutional performance and student satisfaction, the study advances Kazakhstan's larger educational modernization.
	Strategically speaking, this study also fits in with the national research priorities in the field of "Information, Telecommunication, and Space Technologies," which have been authorized by the Higher Scientific and Technical Commission under the Government of the Republic of Kazakhstan. The dissertation contributes to the nation's long-term goal of building a knowledge-based economy by examining the relationship between workforce development, education, and artificial intelligence [55].
	In conclusion, this research is relevant because it has two aspects: on a global level, it adds to the conversation around AI-powered career counseling and educational analytics; on a local level, it offers a tangible, expandable model for incorporating AI into Kazakhstan's higher education system. The study's findings could have an impact on institutional decision-making, educational policy, and the creation of professionals who are prepared for success in the digital economy.
The aim of the research. This thesis aims to study and develop an AI-powered career prediction system based on academic and behavioral data to predict the future career paths of IT students.
	The objectives of the research. Seven major objectives are established for the research done for this dissertation:
1. Collect and preprocess multidimensional student data, including academic, behavioral, and motivational features.
2. A Study and Analysis of AI-Powered Approaches for Career Path Prediction.
3. Design Career Path Prediction application on the basis of AI-Powered Approach.
4. Evaluate the accuracy, computational efficiency, and memory consumption of the proposed model using real university data.
5. A Study on an Optimized Kolmogorov-Arnold Network (KAN) for Career Path Prediction.
On the first objective, connections between academic achievement, behavioral characteristics, and job inclinations were examined using a dataset of 692 Suleyman Demirel University IT students. To find trends connecting student characteristics to specialization results like software development, data science, or artificial intelligence, every variable including GPA, course grades, project involvement, and motivation levels was examined.
	On the second objective, to identify the most accurate and effective model for forecasting the career pathways of IT students based on academic, behavioral, and motivational data, this objective compares eight machine learning algorithms. K-Nearest Neighbors (KNN), Random Forest (RF), Support Vector Machine (SVM), Gradient Boosting (GB), Naïve Bayes (NB), Decision Tree (DT), Multi-Layer Perceptron (MLP), TabTransformer, and Random Forest (RF) are among the algorithms that were put to the test. 10-fold cross-validation was used to train and validate each model, guaranteeing the statistical stability and dependability of performance indicators in every experiment. Because of these results, Gradient Boosting was the best benchmark model. This led to a comparison with the optimal Kolmogorov-Arnold Network (KAN) architecture in the study's second stage. This progression from simple machine learning models to complex neural architectures establishes a crucial methodological bridge by demonstrating how incremental innovation and model optimization can lead to significant improvements in accuracy, interpretability, and computational efficiency for career path prediction in educational data mining.
	The third objective centers on developing an AI-powered career path prediction application that implements the ML model in a practical and scalable system. The application integrates academic, behavioral, and motivational data through automated preprocessing, applies the prediction engine for accurate position forecasting, and presents interpretable outputs via an interactive dashboard for students and advisors. Designed with modular APIs and secure data handling, the system ensures real-time, personalized career recommendations adaptable to different universities. This objective transforms theoretical research into a functional, deployable solution that bridges machine learning innovation with real-world academic advising.
	Using actual university data, the fourth objective seeks to assess the effectiveness and performance of the suggested AI-powered model with a particular emphasis on three crucial areas: memory usage, computational efficiency, and accuracy. The optimized layer Kolmogorov-Arnold Network (KAN) model is tested extensively on multidimensional student datasets from Suleyman Demirel University and compared to conventional methods like MLP, Random Forest, and Gradient Boosting. The model's predictive reliability and operational scalability are assessed using statistical and computational parameters, such as ROC–AUC, precision, recall, and execution time. This thorough examination confirms the model's supremacy in providing high accuracy[56,230] with little resource requirements, guaranteeing its applicability for actual use in educational settings.
	The creation, refinement, and experimental verification of the Kolmogorov–Arnold Network (KAN) for predicting career paths in higher education are the primary objectives of this project. To improve the model's learning ability, generalization, and interpretability, the study presents an optimal layer KAN design, enlarging the internal and exterior layers. The study compares the enhanced KAN's performance to more conventional models like Gradient Boosting, Random Forest, and MLP by assessing its accuracy, training time, and memory efficiency using actual datasets from IT students. As an innovative and successful approach to individualized, data-driven career advising, the results show that the improved KAN provides greater predicted accuracy while drastically lowering computing cost.
	Research Hypotheses. The premise of this dissertation is that the accuracy and personalization of career path recommendations for IT students can be significantly improved by incorporating artificial intelligence into academic and behavioral data analysis [56]. Four main theories serve as the study's compass and together they establish its analytical and experimental framework [57].
    According to the first hypothesis (H1), there are statistically significant correlations between students' ideal career paths in IT sectors and their academic achievement, including their grades in programming, algorithms, and operating systems [58]. In other words, since consistent academic performance frequently reflects both technical competence and cognitive readiness for specialization, academic achievement continues to be a strong predictor of career alignment [59].
	The second hypothesis (H2) incorporates behavioral traits like involvement in hackathons, group projects, leadership exercises, and innovation competitions in addition to academic markers [60]. It makes the case that using behavioral data instead of only academic indicators improves the prediction accuracy of job suggestions [61]. This presumption supports earlier research in educational data mining that highlights the importance of integrating cognitive and non-cognitive data for thorough talent evaluation.
	In contrast to conventional, manual advising systems, the third hypothesis (H3) contends that the application of artificial intelligence and machine learning techniques, particularly Transformer-based models, Neural Networks, and Gradient Boosting, can produce more precise and contextually relevant career guidance[62]. A more sophisticated and customized method of career prediction is made possible by machine learning algorithms, which may uncover hidden correlations and nonlinear interactions between factors in big, multidimensional datasets [63].
	By suggesting that a hybrid model that concurrently incorporates behavioral and academic characteristics will exhibit higher predictive power and practical application in a real-world academic situation, the fourth hypothesis (H4) synthesizes the first three[64]. It assumes that a comprehensive picture of a student's aptitudes, interests, and preparedness for particular IT career routes may be obtained by combining organized academic indications with unstructured behavioral data.
	Three main elements form the study's conceptual framework: system integration, model training, and data collection [65]. Academic markers (e.g., GPA, course grades), behavioral traits (e.g., club membership, leadership skills), and extracurricular information (e.g., certifications and hackathons) are all included in the dataset, which was sourced from the Beta Career Platform [66]. To guarantee robustness and dependability, several models were trained and evaluated using stratified 10-fold cross-validation following data preprocessing, which included normalization, encoding, and feature selection [67].
    Gradient Boosting outperformed the other eight algorithms, according to a comparative analysis of Random Forest, KNN, SVM, Gradient Boosting, Naïve Bayes, Decision Tree, MLP, and Tab Transformer [68]. But in the longer research phase, Kolmogorov-Arnold Networks (KANs) showed promise for even more interpretability and generalization, especially when dealing with nonlinear relationships and smaller datasets.
	In the framework's last stage, the selected model is integrated into the Beta Career Platform, turning it from a research prototype into a useful advising tool [69]. This integration makes it possible to analyze student data in real time, create customized career recommendations, and gather user feedback to assess the model's efficacy. The framework creates a self-improving, adaptive system for career advising by completing the loop between prediction, application, and evaluation [70]. This helps to match educational outputs with the demands of Kazakhstan's digital economy's labor market.
	Scientific novelty. The scientific novelty of the dissertation lies in the development and optimization of a layer Kolmogorov-Arnold Network (KAN) architecture specifically adapted for career path prediction, which achieves higher accuracy, faster computation, and lower memory consumption compared to traditional and baseline KAN models, marking the first application of KAN in the field of educational career recommendation systems.
	Methods of the research. This study used anonymized data from 692 IT students at SDU University, including academic performance, personality traits, extracurricular activities, and certifications. The dataset was collected from the Beta Career Platform - an internal university service at SDU designed to support students in finding internships and entry-level job opportunities. This platform provided reliable, representative, and practically significant data on 692 students, which served as a solid foundation for building predictive models. The data was preprocessed to handle missing values, encode categorical variables, normalize features, and select key predictors. Several machine learning models were tested using 10-fold cross-validation and evaluated with performance metrics such as accuracy, precision, and recall. An independent test set was used for final evaluation. All data collection followed ethical standards, ensuring anonymity, institutional approval, and informed consent.
	Before model training, extensive data preprocessing was performed to enhance data quality and relevance. Missing values in the dataset were handled using mean imputation for numerical features, while categorical variables were imputed using mode imputation. Categorical features - such as personality types and extracurricular activities - were transformed into numerical format using one-hot encoding, ensuring compatibility with machine learning algorithms. Continuous numerical variables were normalized using Min-Max scaling to ensure consistent comparability across all attributes. Additionally, feature selection was applied through correlation analysis and Recursive Feature Elimination (RFE) to identify and retain the most informative predictors, thereby improving model efficiency and reducing noise.
	To construct the predictive model, several machine learning algorithms were selected: Random Forest, K-Nearest Neighbors, Support Vector Machine, Gradient Boosting, Naive Bayes, Decision Tree, Multi-Layer Perceptron (MLP), Transformer-based Model and Kolmogorov-Arnold Networks[71,194]. These algorithms were chosen based on their proven effectiveness in solving multi-class classification problems. Model training was performed using stratified 10-fold cross-validation, ensuring balanced class representation across all training subsets and improving generalization to unseen data. Model evaluation was carried out using multiple performance metrics - accuracy, precision, recall, F1-score, and ROC-AUC - providing a comprehensive understanding of each model’s predictive performance and robustness.
	All data processing, model development, and evaluation were conducted using Python programming language, with extensive use of well-established libraries such as Scikit-learn, TensorFlow, and Pandas. Hyperparameter tuning was carried out using grid search and random search strategies to optimize model performance while minimizing risks of overfitting. Final model performance was assessed using an independent holdout dataset to test generalizability beyond the initial training set.
	Ethical considerations were strictly adhered to throughout the research process. All student data was anonymized to ensure confidentiality, and necessary institutional approvals were obtained prior to data collection. The research followed established ethical guidelines regarding data privacy and the use of human subject data, including securing informed consent from all participants.
	This comprehensive methodological framework ensures that the resulting AI-powered career path prediction model is not only technically sound but also ethically responsible and applicable for real-world use in academic advising systems.
	Provisions Submitted for Defense. As the first adaptation of Kolmogorov-Arnold Networks (KAN) for educational recommendation systems, an optimized layer KAN architecture has been developed and validated for career path prediction, showing superior accuracy, reduced computational time, and lower memory consumption compared to traditional machine learning models.
Higher education institutions in Kazakhstan can benefit from a scalable, interpretable, and context-aware solution with the suggested unified AI-based framework for individualized career advising, which integrates academic, behavioral, and motivational data of IT students.
	The theoretical and practical significance of the work. By creating a hybrid predictive framework that combines academic, behavioral, and motivational data, this dissertation adds to the expanding interdisciplinary fields of Artificial Intelligence in Education (AIED) and Educational Data Mining (EDM). This is where its theoretical significance lies. The study broadens the range of methodological tools available to researchers working with structured and small-sample datasets, which are common in educational environments, by applying Kolmogorov–Arnold Networks (KANs) to career path prediction [71,194].
	Through a unified analytical approach, the research increases the theoretical knowledge of how AI models may comprehend and quantify complex student-related data, including psychological qualities, performance indicators, and extracurricular engagement. Additionally, it strengthens the theoretical foundation for implementing explainable AI (XAI) in educational systems by providing interpretable model outputs that academic advisers can use without the need for highly skilled technical knowledge[71,195].
	This method shows how machine learning can help close the gap between data-driven prediction and human-centered decision-making in higher education by offering a theoretical framework for personalized and adaptive career recommendation systems.
	The proposed model's practical incorporation into the Beta Career Platform, a university-level digital ecosystem where Suleyman Demirel University students apply for internships and early-career possibilities, demonstrates the dissertation's practical value. The AI module created for this study makes it possible to automatically analyze student data and provides real-time, personalized career recommendations.
	According to internal university polls, the system's introduction produced quantifiable improvements in advising outcomes, including a 27% rise in student satisfaction between the 2023-2024 and 2024-2025 academic years. By offering analytical dashboards for detecting skill gaps, boosting curriculum alignment, and increasing institutional career services, the methodology also helps teachers and university administrators.
From an applied standpoint, the framework can be expanded for usage in additional Kazakhstani higher education institutions, helping to digitize academic advising and match educational outcomes with the demands of the domestic and global labor markets.
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Structure and scope of the thesis. The dissertation is organized logically into six major chapters, which are followed by appendices, references, and conclusions. The framework guarantees that the theoretical context, methodological design, empirical findings, and practical suggestions are presented in a logical manner.
The introduction sets the research environment within Kazakhstan's higher education system, identifies the research's relevance, formulates the research topic, and discusses the study's objectives, hypotheses, and innovation.
	The literature review identifies current research gaps that the current study attempts to fill by critically analyzing earlier works on machine learning techniques, career prediction models, and artificial intelligence in education.
Methodology: explains the dataset, which includes 692 student records from the Beta Career Platform that have been anonymized. It also covers feature selection, data preprocessing, and modeling strategies. The comparative testing of eight algorithms-Random Forest, KNN, SVM, Gradient Boosting, Naïve Bayes, Decision Tree, MLP, and TabTransformer-is also explained in this chapter. Additionally, the Kolmogorov–Arnold Networks (KANs) are introduced as an extension to enhance the performance and interpretability of the models.
	Results and Discussion: This section summarizes the model evaluation phase's findings and compares algorithmic performance using metrics like F1-score, accuracy, precision, and recall. The model's incorporation into the Beta Career Platform is also covered, and the effect of AI-based advising on student happiness is examined.
The research's main innovative features are summed up in Scientific Novelty and Theoretical Implications, which highlights the application of KANs in educational prediction and the contribution to AI-based frameworks for academic decision support.
In order to improve employability and academic support services, the conclusion and recommendations summarize the key findings, validate the theories, and offer doable suggestions for other universities looking to implement AI-powered advising systems.
	The dissertation's roughly 117 pages of text are backed up by 41 figures, 6 tables, and 228 bibliographic references, which demonstrate a balance between analytical rigor and results visualization. This format guarantees lucidity, logical development, and thorough discussion of the goals and conclusions of the study.
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[bookmark: _heading=h.7re7rxqyedat]1 BACKGROUND AND LITERATURE REVIEW

1.1 [bookmark: _heading=h.wjj1cdaa2tnq]Problem Statement: Employment of the Higher Education systems.
The issue of graduate employment represents a critical challenge for the economies of numerous developing nations, with Kazakhstan standing out as one such country in Central Asia grappling with this pressing concern. This problem has been further compounded by a variety of factors, particularly exacerbated by the impact of the COVID-19 pandemic, a trend also observed in several advanced economies [71]. Scholars such as Na Li et al. have identified several key barriers contributing to the difficulties in aligning graduates' qualifications with suitable job opportunities. Throughout investigation, we meticulously reviewed a plethora of questionnaires and scholarly works pertaining to the critical issue of graduate employment, encompassing in-depth analyses and statistical insights.
Our examination of two distinct case studies conducted in China sheds light on the prevailing challenges within the contemporary landscape of graduate employment. The first case study, spanning the period from 2007 to 2009 and focusing on the employment outcomes of graduates majoring in Information Engineering, revealed a gradual improvement in the employment rate over the years. However, a noteworthy observation was that a substantial number of graduates either pursued advanced degrees or ventured into fields divergent from their original specialization, underscoring the multifaceted nature of career trajectories in the modern job market [72]. In contrast, the second case study offered a more nuanced analysis by delving into the employment rates across various academic specializations, presenting a comprehensive overview of the employment scenario in China. Despite providing valuable insights into the overarching employment landscape, this study refrained from offering specific remedies to address the issue of unemployment among graduates.
[bookmark: _heading=h.5li6x0b9sw36]Moreover, researchers from Beijing Jiaotong University conducted an insightful investigation into the actual employment outcomes of E-commerce graduates, juxtaposed with students' job expectations and salary aspirations. A notable disparity emerged between students' optimistic expectations and the realities of the job market, highlighting the necessity for enhanced career guidance and realistic goal-setting initiatives to better prepare students for the workforce [73]. Furthermore, Zhao Yilin and collaborators undertook a study examining regional disparities in employment opportunities and economic growth, revealing that graduates with advanced educational qualifications are more likely to secure employment in developed regions. The researchers advocate for a more equitable distribution of universities across different regions to mitigate employment disparities and ensure a balanced workforce distribution [74].
A survey conducted at "Taylor's University School of Engineering" sought to elucidate the significance of program outcomes and GPA in expediting job acquisition post-graduation. Contrary to expectations, the study found that academic performance, specifically GPA achievement, did not significantly influence job attainment within the initial six months following graduation, shedding light on the multifaceted factors at play in the recruitment process [75]. A research endeavor by Min Chen and Qiang Li from Qiqihar Medical University delved into the complexities of medical education and practice, emphasizing the need for a more collaborative approach to bridge the gap between academic training and practical skills. Their empirical framework proposed a comprehensive assessment of students' work abilities, encompassing facets such as self-awareness, interpersonal skills, reliability, and cognitive capacities, underscoring the diverse factors influencing employment opportunities based on students' backgrounds and circumstances [76].
Global trends also highlight a growing emphasis on integrating data analytics and artificial intelligence into career counseling processes to better align graduate competencies with evolving labor market demands [71,76]. Such data-driven approaches allow for continuous updating of employment recommendations based on real-time labor market data, ensuring that graduates are better prepared for emerging job opportunities [77]. Several studies emphasize the importance of university-industry collaboration in curriculum design, enabling educational programs to remain responsive to technological changes and industry requirements [78]. In particular, STEM-related fields, including IT, are facing rapid transformation, further necessitating adaptive career guidance strategies supported by data-driven tools [79]. These barriers encompass indiscriminate post-graduation resume submissions, discrepancies between academic curricula and industry requirements, and information gaps between educational institutions and corporate entities [80]. Hence, the scarcity of employment prospects for graduates may arise from disparities between career pathways and academic project expectations, students' self-assurance in their capabilities, and procrastination in career planning endeavors. The issue of graduate employment not only affects individual students but also serves as a reflection of broader societal stability, acting as a gauge of prevailing social conditions [81].

[bookmark: _heading=h.ld9y07c3xtez]1.2 Employment via internships of the graduates.
The work by Achillies Vairis highlights the importance of internships in higher education, noting that students often struggle to balance their academic schedules with practical work experiences. This reinforces the need for structured and well-coordinated internship programs, where universities actively monitor placements and maintain strong partnerships with host companies to ensure students gain valuable hands-on experience and relevant industry skills [82].
Internships play a critical role in the professional development of students by providing real-world experience, enabling them to apply theoretical knowledge, build professional networks, and enhance their employability. Internships not only sharpen technical competencies but also help graduates acquire essential soft skills, including communication, teamwork, and problem-solving, which are highly valued by employers [83].
Effective internship programs serve as a critical link between academia and industry, ensuring that students understand real-world work environments, industry culture, and employer expectations. Multiple studies indicate that students who complete internships have a significantly higher chance of securing employment upon graduation, and they often earn higher starting salaries than their peers without internship experience [84].
In addition to fostering technical and professional skills, internships allow students to explore different career paths and industries, helping them make more informed decisions about their future professional aspirations. These programs expose students to actual work processes, enabling them to assess whether a particular field aligns with their interests and strengths. Moreover, such practical exposure boosts their confidence when entering the competitive labor market, enhancing their self-presentation and interview performance [85].
Internships thus act as a critical steppingstone for students transitioning from academic to professional life, giving them a platform to practice the skills they have learned in the classroom, expand their industry knowledge, and develop professional networks that often lead to permanent employment offers [86]. Through these programs, students gain valuable insights into organizational culture, expectations, and professional standards, thereby reducing the skills gap often observed among recent graduates.
Many universities are increasingly formalizing their internship programs, recognizing the value these experiences offer in improving graduate employability. Structured internship programs not only help students gain critical work experience but also allow companies to identify potential future employees, reducing recruitment costs and risks. Employers benefit from access to a pool of pre-screened, trained, and highly motivated candidates, while students gain valuable entry points into their chosen careers [87].
However, despite these benefits, students often face challenges in balancing internships with their academic workload. In some cases, the quality of internships may not meet academic requirements, leaving students with inadequate practical experience. It is, therefore, crucial for universities to establish strong internship policies, ensuring that placements provide meaningful learning experiences that align with academic curricula and contribute to students’ overall professional development [88].
A meta-analysis by Stijn Baert and colleagues reviewed 16 empirical studies and found that in 14 cases, internships were associated with improved employment outcomes, including better job offers, higher wages, and greater job satisfaction. The analysis also demonstrated that students with internship experience are far more likely to receive interview invitations than those without such experience, regardless of gender, field of study, or labor market conditions [89]. These findings underscore the universal benefits of internships, confirming their importance in equipping graduates with the skills and connections necessary for successful career entry and progression.
[bookmark: _heading=h.jf1en8ilu2b2]
	1.2.1 The Role of Internship programs in Higher Institutions.
Internship programs are a cornerstone of professional development within higher education institutions, providing students with invaluable opportunities to apply their academic knowledge in practical settings, thereby fostering both technical and soft skills crucial for career success [90]. Through internships, students are immersed in authentic work environments where they enhance their communication, teamwork, and problem-solving abilities-competencies consistently highlighted as essential by employers in various industries [91].
Incorporating internships into higher education curricula significantly enhances graduates' employability. Universities that integrate structured internship programs into degree programs report that graduates transition more smoothly into professional roles, as they gain first-hand understanding of industry expectations, workplace culture, and professional norms [92]. Studies have shown that students with internship experience demonstrate greater self-efficacy, confidence in their career choices, and stronger job search skills compared to peers without such experience [93].
Internships also serve as crucial platforms for career exploration and professional self-assessment. Through exposure to diverse roles and industries, students develop clearer career aspirations and refine their understanding of personal strengths and professional interests. This exploratory function is particularly valuable in rapidly evolving sectors like IT, where emerging specializations often blur traditional career paths [94]. Research indicates that early exposure to industry environments can help students identify suitable career tracks, reducing the likelihood of job dissatisfaction and early career turnover [95].
Furthermore, internship programs foster robust collaboration between universities and industry partners, establishing mutually beneficial relationships that enhance the relevance of academic programs. Industry partners provide critical feedback to universities, enabling curriculum enhancements that align with evolving technological and professional standards. In return, employers gain access to a pipeline of well-prepared talent, often identifying high-performing interns for future employment opportunities [96]. This collaboration extends beyond internships, fostering broader industry-academic partnerships in research, innovation, and lifelong learning initiatives [97].
Structured internship programs are also instrumental in aligning higher education outcomes with national economic development goals. In knowledge-based economies, universities play a pivotal role in developing human capital equipped with both theoretical knowledge and practical experience. By strengthening university-industry linkages through internships, educational institutions contribute directly to the development of industry-relevant competencies, fostering a workforce capable of driving innovation and economic growth [98].
	In summary, internship programs in higher education are essential mechanisms for equipping students with the practical skills, industry knowledge, and professional networks needed for successful career transitions. These programs not only enhance individual employability but also reinforce the broader alignment between higher education systems and the labor market, ensuring that graduates contribute effectively to their respective sectors and national economies.

[bookmark: _heading=h.om6ouvwy4rhn]1.3 Related research on employability of Higher Education systems
The employability of graduates has become a critical issue globally, with higher education institutions increasingly recognizing the need to bridge the gap between academic learning and industry requirements. One of the most effective approaches employed by universities is the cooperative education system, which integrates academic learning with structured work experiences, offering students substantial hands-on exposure to industry environments before graduation [96,97]. This system not only enhances students’ technical competencies but also fosters essential professional attributes such as teamwork, communication, and critical thinking, ensuring that they meet the evolving demands of employers.
	Research highlights that students who participate in cooperative programs demonstrate stronger career readiness, higher employability rates, and improved confidence in their career choices compared to their peers who lack such experience [93,98]. Cooperative learning programs, particularly in STEM fields, emphasize the importance of industry partnerships in designing curricula that align with real-world challenges and technological advancements [97,98]. Universities increasingly seek direct input from employers to ensure that academic programs remain dynamic and responsive to industry needs, ultimately benefiting students by equipping them with relevant skills and fostering a smoother transition into employment.
	In a study conducted by Wang et al., a three-year cooperative education model was introduced in China, combining classroom-based learning with extensive industry placements. The program's unique design, which incorporated structured feedback loops between students, faculty, and industry mentors, demonstrated a significant positive impact on students’ professional competencies and career clarity [99]. This model serves as a valuable example of how higher education institutions can embed industry-relevant experience into academic programs to enhance graduate employability.
	Furthermore, research conducted in European higher education institutions, particularly in the UK and Germany, underscores the importance of institutional support systems in maximizing the benefits of cooperative education. Effective coordination between academic departments and industry partners, continuous monitoring of student progress, and the provision of structured reflection activities were all identified as critical success factors in cooperative programs [100]. These findings suggest that successful cooperative education requires more than just placement opportunities; it demands an integrated framework that supports students’ professional growth and career exploration throughout the entire educational journey.
	A longitudinal study in Australia further demonstrated that graduates who engaged in structured work-integrated learning (WIL) programs exhibited not only higher employment rates but also more rapid career progression within their chosen fields [101]. This study emphasized that the quality of placements, the alignment between academic disciplines and work assignments, and the degree of mentorship provided by industry partners all contributed to enhanced employment outcomes for graduates.
	The global shift towards digital transformation has also prompted higher education institutions to rethink their approaches to employability development. With the increasing demand for digital skills across sectors, universities are incorporating technology-enhanced learning tools, such as AI-driven career platforms and online internship portals, to facilitate more flexible and personalized career preparation pathways [102]. These tools use predictive analytics to match students with suitable internship opportunities based on their academic profiles, career interests, and emerging industry trends, further enhancing the alignment between education and employment.
	Overall, research consistently demonstrates that higher education institutions play a pivotal role in shaping graduate employability through cooperative education programs, work-integrated learning models, and industry partnerships. By embedding professional experience into the curriculum, fostering close collaboration with employers, and leveraging technology to personalize career support, universities can significantly enhance the employment outcomes of their graduates, thereby contributing to national economic development and workforce competitiveness.

[bookmark: _heading=h.9cijpi8blcbq]1.3.1 Affections of the internship programs to Higher education systems
Internship initiatives hold significant importance within the realm of higher education institutions as they provide students with invaluable practical experience, essential skills, and exposure to various industries. These programs act as a bridge between academic theory and professional practice, allowing students to apply the knowledge they gain in classrooms to real-world settings. Through internships, students not only acquire technical skills but also develop essential soft skills such as communication, teamwork, adaptability, and problem-solving - all highly valued by employers [103].
Studies have shown that students who participate in structured internship programs report higher levels of self-confidence, improved critical thinking abilities, and better time management skills, all of which contribute to successful career transitions after graduation [104]. Moreover, the direct interaction with employers and industry professionals gives students a realistic understanding of workplace expectations, helping them clarify their career goals and identify personal strengths and areas for improvement [105]. This alignment between personal competencies and market demands enhances students' career readiness and facilitates smoother integration into the workforce.
In addition to benefiting students, internship programs offer substantial value to higher education institutions themselves. Through long-term collaborations with industry partners, universities can ensure that curricula remain responsive to technological advancements and evolving industry needs. Feedback from employer partners often leads to curriculum enhancements, aligning academic programs with labor market expectations and ensuring that students graduate with skills directly applicable to their chosen fields [106]. This dynamic exchange between academia and industry also fosters knowledge transfer and innovative research collaborations, enriching both educational and professional environments.
From the perspective of employers, internships serve as an effective recruitment tool, enabling companies to identify and nurture emerging talent before they enter the labor market. Many organizations view internships as a cost-effective strategy for onboarding new employees, reducing hiring risks and ensuring cultural fit [107]. This mutually beneficial relationship between universities, students, and employers strengthens university reputation, enhances graduate employability rates, and fosters a cycle of continuous improvement in educational practices.
Furthermore, internship programs contribute significantly to regional and national economic development. By preparing students to enter the workforce with both theoretical knowledge and practical experience, universities play an active role in enhancing workforce quality, promoting innovation, and driving economic growth [107]. In countries experiencing rapid technological transformation, such as Kazakhstan, internship programs tailored to emerging sectors like IT, artificial intelligence, and data science are particularly valuable in developing future-ready talent pipelines.
In essence, internship programs within higher education institutions serve as a critical component of the educational process, equipping students for long-term career success, fostering collaborative university-industry ecosystems, and contributing to the broader economic and societal progress of their respective regions.






















[bookmark: _heading=h.gsmowp6wu96i]	2 DATA COLLECTION PROCESS

This chapter describes the data collection process that underpins the proposed career path prediction model for IT students. It begins with an outline of the Types of the Beta Career, highlighting the career pathways and specializations available within the program. The Requirements of the Program are then presented to clarify the academic and behavioral conditions students must meet. Furthermore, the chapter reviews the Accumulated Statistics of the Beta Career Program, providing insights into historical trends and performance outcomes. The Employment System is discussed to show how graduates are connected to the labor market. Finally, the Dataset section introduces the collected data, its structure, and preparation for subsequent analysis. Together, these components establish a solid foundation for the research and the development of an AI-powered career guidance system. 

[bookmark: _heading=h.udhb0w6ox6qv]2.1 Types of the Beta Career
	In higher education institutions, there exists a significant emphasis on fostering the development of students by equipping them with both technical expertise and soft skills, while also facilitating networking opportunities with external organizations to help them bring their industry-related initiatives to fruition. Developing structured career readiness programs within university settings has become an increasingly prevalent approach across many institutions globally, as universities aim to enhance students’ employability and facilitate smoother transitions into professional careers [108].
	Given the extensive research and evaluations conducted thus far to assess the progress of final-year students, it is now being proposed to establish an academic program of high caliber known as Beta Career. This program aims to provide invaluable insights to enhance student performance and offer crucial support in securing employment opportunities as they transition into the professional realm. Specifically tailored approaches have been devised for students within the Faculty of Engineering and Natural Sciences (FENS) who are partaking in the innovative Beta Career program. As illustrated in Figure 2.1.1, the curriculum of the Beta Career program provides a structured pathway designed to support both academic and career development.
	The introduction of such career-focused programs aligns with broader trends in higher education where institutions are increasingly prioritizing graduate employability. Universities are no longer solely responsible for delivering academic knowledge but are also expected to facilitate the development of practical skills, industry connections, and real-world problem-solving abilities [109]. The Beta Career program reflects this shift, combining academic rigor with structured work placements to prepare students for both employment and lifelong learning.
[image: ]
Figure 2.1.1 - The curriculum structure for IT students

	Academic institutions place a strong emphasis on nurturing students' growth by imparting technical proficiencies, soft skills, and fostering connections with external entities to materialize their industry-related endeavors. This holistic development is crucial not only for immediate employability but also for long-term career sustainability, especially in dynamic sectors like IT and engineering [110]. Such programs are shown to increase graduates' adaptability to changing labor market demands, helping them transition smoothly into diverse professional roles [111].
	The academic program delineated in Figure 1, for the inaugural semester of the fourth year at SDU University, elucidates the array of subjects encompassing Beta's academic journey. It is anticipated that students will autonomously fulfill the prescribed courses, save for potential exceptions such as Internship 3, and with the sole exclusion of the Research Tools and Techniques course which serves as a foundational component for the successful completion of a diploma project, all courses are obligatory. The composition of the curriculum intimates that the proficiencies and cognizance acquired through these courses could mirror the acumen and expertise garnered through practical exposure in a professional milieu [112]. This curriculum alignment ensures that students not only acquire theoretical knowledge but also develop competencies directly relevant to industry expectations.
	Given that the subsequent semester will primarily be dedicated to the fruition of the diploma project, the academic agenda predominantly comprises essential diploma courses, allowing students to devote their energies exclusively to their scholarly endeavors [112]. Structured capstone experiences like these play a critical role in bridging academic theory with professional practice, ensuring that students graduate with well-rounded skill sets [113].
	Considering individual proclivities towards acquiring professional acumen or honing academic proficiency, a strategic segmentation of Beta's academic trajectory into distinct phases has been devised to lay the groundwork for a prospective master's degree pursuit. Within this framework, students are afforded the autonomy to delineate their career trajectory through a series of delineated phases, spanning a 15-week duration, wherein they can opt for tailored employment opportunities aligning with their interests and aspirations. Such phased and personalized approaches reflect modern best practices in career education, where personalization and flexibility enhance student engagement and satisfaction with their career preparation experiences [114].

[bookmark: _heading=h.kq6ldmhlpuaf]2.1.1 Academic Beta Career
	The Academic Beta Career program is designed for individuals who seek hands-on involvement in research initiatives, innovative projects, and collaborative academic work under the guidance of experienced faculty members. This career track allows students to actively participate in institutional research projects, contribute to scientific advancements, and enhance their understanding of research methodologies [115]. Participants are also given the opportunity to assist in teaching activities, which helps them deepen their subject knowledge and develop essential communication and mentoring skills - competencies that are critical for both academic and professional development [116].
	Students opting for the laboratory research track gain valuable practical experience in experimental design, data collection, analysis, and interpretation, all under the close supervision of faculty mentors. This structured mentoring approach cultivates analytical thinking, critical reasoning, and creativity, preparing students not only for academic success but also for future postgraduate studies [117]. These practical experiences bridge the gap between theoretical learning and applied research, allowing students to develop competencies in project management, scientific writing, and technical problem-solving [118]. As shown in Figure 2.1.1.1, the Academic Beta program provides a structured framework designed to enhance both academic performance and career readiness.
	A distinctive feature of the Academic Beta Career program is its interdisciplinary focus, encouraging students to collaborate with peers from diverse academic disciplines. This cross-disciplinary collaboration reflects real-world research dynamics, where complex problems often require expertise from multiple fields. Through these experiences, students develop essential teamwork, leadership, and communication skills, which are increasingly valued in both academia and industry [119].
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Figure 2.1.1.1 - Academic Beta framework for IT students

	The program also ensures that student research projects are closely aligned with their academic coursework, promoting synergy between their practical work and theoretical learning. This integration enhances students' understanding of core concepts while allowing them to apply academic knowledge in practical contexts, enriching both their academic records and professional portfolios [120].
	Beyond research and academic development, the Academic Beta Career provides students with structured career planning support, particularly for those aspiring to pursue graduate degrees. Participation in meaningful research projects, combined with faculty mentorship and skill development opportunities, positions Academic Beta participants as highly competitive candidates for postgraduate programs both locally and internationally [121].
	This structured career pathway serves as a pipeline for nurturing future researchers and academics, fostering a culture of inquiry, innovation, and continuous learning that aligns with international best practices in academic career development [122].

[bookmark: _heading=h.ibgw4k62grus]2.1.2 Industrial Beta Career
The Industrial Beta Career is one of the most sought-after components of the Beta Career program, acting as a vital bridge between academic learning and professional employment for final-year students. This track provides a unique opportunity for students to transition directly into the workforce, allowing them to apply their academic knowledge in practical, real-world settings while gaining essential professional skills [123]. The program acknowledges the well-documented gap between university curricula and industry expectations, particularly in fast-evolving technical fields such as IT and engineering, and aims to address this gap through structured, immersive placements [124].
A crucial feature of the Industrial Beta Career is its strong emphasis on university-industry collaboration. Research consistently highlights that partnerships between higher education institutions and industry play a pivotal role in improving student employability outcomes and aligning graduate skills with labor market needs [125]. Participating companies, which range from large multinational firms to innovative startups, are selected based on their commitment to providing meaningful learning experiences and their alignment with program objectives [126]. By embedding students in dynamic work environments, the program ensures that participants develop both domain-specific competencies and transferable soft skills, such as teamwork, critical thinking, and project management [127].
An essential component of the Industrial Beta Career is the mentorship system, where each student is paired with an experienced industry mentor. This structured mentoring process helps students navigate their professional development, receive constructive feedback, and gradually assume greater responsibility within the company [128]. Such mentoring has been shown to accelerate skill acquisition, boost confidence, and foster long-term professional networks, all of which contribute to smoother school-to-work transitions [129].  Figure 2.1.2.1 presents the structure of the Industrial Beta framework, highlighting its role in bridging academic learning and real-world applications.

[image: ]
Figure 2.1.2.1 -Structure of the Industrial Beta program

Moreover, the Industrial Beta Career acts as a strategic instrument for curriculum enhancement. Feedback from industry partners allows SDU to refine and update its educational offerings, ensuring that course content reflects current industry practices and emerging technologies [130]. This ongoing dialogue between academia and industry helps future-proof the curriculum and ensures that graduates possess the skills and knowledge necessary to thrive in Kazakhstan’s evolving digital economy.
In addition to enhancing individual employability, the program contributes to regional economic development by ensuring a steady pipeline of job-ready graduates, particularly in key sectors like IT, engineering, and data science [131]. By fostering early exposure to industry standards and professional environments, the Industrial Beta Career program significantly improves graduates’ career readiness and enhances their prospects for securing long-term employment.

[bookmark: _heading=h.l100dvq8atjf]2.1.3 SDU Beta Career
	Candidates enrolled in the SDU Beta Career program have the unique opportunity to gain practical work experience directly within Suleyman Demirel University itself. This internal career pathway allows students to seamlessly integrate into various departments, assuming roles such as Front-End Developer, Back-End Developer, or Data Scientist within the university’s operational and IT structures. These placements are carefully aligned with students' academic backgrounds and career aspirations, ensuring they can apply theoretical knowledge to real-world projects relevant to their disciplines [82,130].
One key advantage of the SDU Beta Career is that it allows students to gain professional experience without leaving the university ecosystem, ensuring familiarity with institutional processes while preparing them for external employment opportunities. The on-campus work environment provides a low-pressure setting where students can gradually develop confidence, particularly those who may be hesitant to transition directly into corporate settings [83,130]. Research highlights that on-campus internships and work-integrated learning experiences improve academic performance, self-efficacy, and career clarity, particularly for students in technology-focused disciplines [84,131].
Throughout the program, students work under the close supervision of experienced staff members or senior professionals within their assigned departments. This structured mentorship model ensures they receive timely feedback, practical guidance, and professional development opportunities tailored to their chosen fields. Research underscores the importance of mentored work experiences, showing that students who receive consistent feedback and individualized coaching demonstrate higher skill acquisition rates and better post-graduation employment outcomes [85,131].
In addition to enhancing technical competencies, the SDU Beta Career promotes cross-departmental collaboration, exposing students to interdisciplinary teamwork and project management processes that mirror modern workplace environments. Studies confirm that interdepartmental work experiences enhance students' collaborative and problem-solving skills, preparing them for cross-functional roles in future employment [86,131].
The internal work experience at SDU also serves as an ideal environment for developing soft skills, including communication, teamwork, time management, and adaptability. Within this supportive academic environment, students are encouraged to proactively engage in creative problem-solving and contribute innovative solutions to university projects. This combination of technical work experience, mentorship, and soft skill development significantly enhances students’ employability profiles upon graduation.
Moreover, participation in the SDU Beta Career program contributes to students' academic development by integrating practical work experiences with classroom learning, allowing them to draw direct connections between academic theories and real-world application. This experiential learning approach has been shown to increase retention of theoretical knowledge, improve academic motivation, and foster a stronger sense of professional identity [87,88,131].
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Figure 2.1.3.1 - Overview of the SDU Beta Career pathways

By providing students with real-world exposure in a familiar academic setting, the SDU Beta Career serves as a strategic stepping stone to external internships and full-time employment, equipping graduates with both technical expertise and workplace readiness critical for successful career progression in Kazakhstan's evolving digital economy. The SDU Beta Career model, presented in Figure 2.1.3.1, highlights the university’s tailored approach to enhancing career readiness among IT students.
[bookmark: _heading=h.axmphr8s7cjd]2.2 Requirements of the program[image: ]
The Beta Career Grading Policy is structured around three key components that collectively ensure comprehensive evaluation of students’ academic progress, professional development, and soft skills enhancement within the program. These components include both ongoing and summative assessments, ensuring students are evaluated not only on final outcomes but also on their consistent efforts, adaptability, and professional conduct throughout the program [87,93,131].
	Formative Assessment – accounting for 60 points, this component evaluates students’ weekly performance, active participation in assigned projects, completion of required tasks, and their ability to apply theoretical knowledge to practical challenges. Formative assessments emphasize the importance of continuous professional development, enabling both students and mentors to identify skill gaps early and address them through targeted learning interventions [132].
	Report – contributing 15 points, this element requires students to submit weekly video reports summarizing their accomplished tasks, challenges faced, and newly acquired skills. These reports must be uploaded to the Beta Career platform, fostering transparency, accountability, and continuous tracking of each student’s progress. Research highlights that regular reflective reporting significantly enhances self-assessment skills and encourages students to actively engage in professional self-development [133].
	Final Presentation – carrying 25 points, this culminating component allows students to demonstrate their technical achievements, project outcomes, and personal development. The presentation is delivered to a panel comprising their supervisor, the Beta Career coordinator, and potentially external industry representatives, enabling multidimensional evaluation that considers both technical competence and soft skills development [134]. This blended evaluation model, combining internal academic oversight with external industry feedback, enhances the real-world relevance of the Beta Career assessment process [135].
	The combined total of 100 points as shown in Figure 2.2.1 is subsequently converted into credits, which count toward students’ elective course requirements, seamlessly integrating Beta Career activities into the university’s formal academic structure. This integration reinforces the principle that work-integrated learning (WIL) is not merely supplementary but an essential component of the academic journey for future IT professionals [136]. The earned grades vision, presented in Figure 2.2.1 highlights overall trends in academic achievement among students.
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Fig 2.2.1 - Earned grades vision within the Beta Career dataset
The evaluation process itself is designed to uphold fairness, objectivity, and transparency. Responsibility for grading is divided between the student’s supervisor, who evaluates Formative Assessments and Weekly Reports, and the Beta Career program coordinator, who assesses the Final Presentation. This two-tiered evaluation system ensures balanced oversight, blending project-specific insight from mentors with holistic program-wide standards enforced by the university [137].
	For enhanced transparency, detailed grading rubrics, comprehensive assessment criteria, and clear definitions of circumstances that could result in academic failure or disqualification are all systematically documented in the official Beta Career database. This documentation is made fully accessible to students, ensuring they understand evaluation expectations from the outset and can proactively align their efforts with program goals. Studies highlight that providing students with clear, transparent assessment frameworks significantly enhances their motivation, self-regulation, and overall performance in work-integrated learning environments [138].
	In summary, the Beta Career Grading Policy represents a well-structured, transparent, and competency-driven framework designed to evaluate students comprehensively, preparing them for successful careers in the IT industry while fostering continuous learning and reflective practice.
[bookmark: _heading=h.l68j2wehgu3y]2.3 Accumulated statistics of Beta Career Program
The Beta Career Program, launched during the fall semester of the 2018-2019 academic year, represents a significant innovation by Suleyman Demirel University’s (SDU) Faculty of Engineering and Natural Sciences. Initially, the program focused exclusively on senior-year students, aiming to enhance their practical readiness for professional careers by creating structured pathways that integrate academic learning with workplace experiences.
	The program’s initial phase relied heavily on manual processes, including document submission, student placement tracking, and reporting mechanisms. While this manual approach provided a foundational structure, scaling the program to accommodate growing student and industry participation introduced operational inefficiencies, including delays, data management challenges, and lack of real-time transparency. To address these limitations, partial automation was introduced, gradually evolving into the development of the dedicated Beta Career platform in 2021. This shift aligns with broader trends in higher education, where technology-enhanced work-integrated learning (WIL) programs improve operational efficiency, transparency, and engagement between students, faculty, and industry partners [139].
	The launch of the Beta Career platform (https://beta-front.abmco.kz/ ) and (https://betacareer.abmco.kz/portal/login )marked a significant step forward, creating a centralized digital ecosystem that streamlined application processes, employer matching, progress reporting, and mentor feedback tracking. However, key elements, including the tripartite agreement between student, employer, and university, continued to rely on manual paper-based processes. Similarly, final project presentations and assessments remained in-person to preserve academic rigor and ensure direct evaluation of both technical and communication skills. This blended approach reflects global best practices in work-integrated learning management, balancing digital flexibility with essential face-to-face evaluation components [140].
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	Figure 2.3.1 - Coordinator workflow in the Beta Career program

	As illustrated in Figure 2.3.1, the coordinator workflow demonstrates the sequence of responsibilities in managing the Beta Career program. As the central administrator, the coordinator oversees: Program scheduling (term start and end dates, reporting deadlines)>>>Student registration and placement tracking>>>Company approvals through the “white list” protocol>>>Mentor and academic supervisor database maintenance>>>Vacancy postings and candidate matching>>>Report evaluation and final grading oversight.
	This multifaceted role ensures alignment between academic requirements and industry expectations, a crucial factor in successful work-integrated learning programs [141].
[image: ]             Figure 2.3.2 - Student workflow in the Beta Career program
As shown in Figure 2.3.2 the student workflow illustrates the sequence of actions undertaken throughout the Beta Career program. Students independently: Register on the Beta Career platform>>>Apply for suitable vacancies>>>Maintain weekly progress reports, fostering a habit of self-reflection and professional documentation>>>Engage in regular communication with mentors and coordinators, developing communication and project management competencies [142]. Such workflows align with findings from comparative studies in work-integrated learning, which emphasize the importance of student agency in fostering career ownership and professional identity formation [143].
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Figure 2.3.3 - Mentor workflow in the Beta Career program
	As illustrated in Figure 2.3.3, the mentor workflow highlights the guidance process and support mechanisms provided to students. Mentors: Register their organizations and post vacancies>>>Evaluate and select candidates>>>Supervise students’ projects and skill development>>>Provide ongoing feedback and final evaluations.
	The mentor’s dual responsibility - aligning organizational goals with students’ academic and professional development - is central to the success of work-integrated learning partnerships [144].
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Figure 2.3.4 - Academic and industry beta as a percentage of the total student body
Over the last six years, 881 students have participated in the Beta Career Program. Of these, 178 pursued the Academic Beta Career track, while 703 students followed the Industrial Beta Career pathway. As illustrated in Figure 2.3.4, SDU Beta Career placements, which occur within university departments, are categorized under Industrial Beta Career due to their operational similarities with external placements.
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Figure 2.3.5 - Statistics of the Beta Career program by year
The program's enrollment fluctuates annually, driven by factors such as Graduating cohort size. Student awareness of Beta Career benefits>>>Employer demand for student interns>>>The peak enrollment in the 2021-2022 academic year (208 students) coincided with increased employer engagement, reflecting strong demand for student talent despite pandemic-related disruptions (Figure 2.3.5) [145].
	As illustrated in Figure 2.3.6, the white list statistics provide an annual breakdown of students who met the required academic and behavioral standards: Internships match students' academic specializations. Partner companies maintain professional standards. Adequate supervision and structured learning experiences are provided.
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Figure 2.3.6 - White list statistics of the Beta Career program by year

	Research highlights that structured employer screening processes significantly improve internship quality and student satisfaction, reinforcing the importance of formal vetting protocols in university-industry partnerships [146].
	Between 2021-2024, the number of participating companies declined, largely due to the growing preference for direct hiring of SDU interns, bypassing formal Beta Career registration processes. This reflects a broader trend, where successful internships transition directly into permanent employment, underscoring the program’s success in enhancing graduate employability (Figure 2.3.6) [147]. A survey conducted in the 2021-2022 academic year revealed: Average GPA of 3.13, with a range from 1.37 to 3.91. Positive correlation between Beta Career participation and GPA improvement. Increased confidence in both technical and soft skills development.
	As shown in Figure 2.3.7, the employment statistics provide insights into the career outcomes of students who completed the Beta Career program [148].
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Figure 2.3.7 - Employment statistics of Beta Career program graduates
Students rated the Beta Career platform 7.2 out of 10, citing browser compatibility issues and the absence of a mobile version as key concerns. However, the Beta Career Coordinator’s performance received an average rating of 8.5, reflecting effective leadership and strong administrative support [149].
The program's overall success is evidenced by: High post-program employment rates, with many students securing permanent positions at their host companies. Positive student feedback regarding practical skills development and professional preparedness. Stronger university-industry collaboration. Enhanced curriculum relevance through direct industry input.
	In summary, the Beta Career Program serves as a model of effective work-integrated learning, bridging academic theory and professional practice while equipping students with the skills, experience, and networks essential for long-term career success.
[bookmark: _heading=h.g1o2cr19qdl6]2.4 The Employment System
The employment system proposed in this study serves as a comprehensive digital infrastructure designed to enhance the process of recruiting, managing, and evaluating interns within higher education-industry collaborations. By leveraging web-based automation, blockchain integration, and real-time performance monitoring, this system ensures greater transparency, security, and efficiency across all stages of the internship lifecycle.
	The system starts with student registration on a dedicated internship platform, where students create profiles, upload resumes, and select internship vacancies matching their academic specializations, skills, and career preferences. The platform implements automated filtering algorithms to assess student eligibility based on GPA, extracurricular participation, certifications, and skill assessments. Effective pre-screening mechanisms improve the quality of intern placements by ensuring candidates meet both academic and employer-defined standards [146,148].
	The whitelist mechanism is a core feature of this system; where in filtered and approved students are added to a pre-qualified pool. Only students on the whitelist are eligible for consideration by employers, ensuring both academic readiness and professional suitability [147,149]. This structured filtering process not only enhances efficiency but also ensures that companies participating in the Beta Career Program have access to high-caliber candidates whose academic records and practical skills align with industry needs [148,149].
	One of the system’s innovative features is the integration of blockchain technology into the signing and management of 3-way agreements between universities, employers, and students. Blockchain technology ensures the immutability, transparency, and traceability of all agreements, mitigating the risks associated with traditional paper-based contracts such as tampering, misplacement, or disputes [149]. Each signed agreement is time-stamped and stored on a distributed ledger, ensuring all parties can independently verify its authenticity at any time, enhancing trust between institutions and industry partners [150].
	Throughout the internship period, students are required to submit weekly progress reports via the platform. These reports document completed tasks, acquired skills, and encountered challenges. Academic supervisors and industry mentors jointly review these submissions, fostering a dual oversight mechanism that ensures the internship experience meets both academic learning objectives and employer expectations [151]. Dual supervision has been widely recognized as a critical success factor in work-integrated learning (WIL) programs, ensuring better alignment between higher education outcomes and the evolving needs of the labor market [152].
	The employment system also features an AI-powered recommendation engine that analyzes student performance data, mentor feedback, and project requirements to suggest personalized learning materials. These may include online courses, technical workshops, or soft skills training, helping students address skill gaps in real time. Research confirms that personalized learning recommendations, particularly in the context of internships, significantly enhance student performance and employability outcomes [153].
	To maximize operational efficiency, the proposed employment system is designed to seamlessly integrate with university learning management systems (LMS) and corporate human resource management systems (HRMS). This integration allows for the automatic synchronization of student grades, project evaluations, and employer feedback into the university’s academic record system, ensuring a holistic view of student progress [154]. Moreover, data portability between academic and corporate systems simplifies the transition from intern to employee, streamlining onboarding processes and long-term performance tracking [155].
	The inclusion of blockchain technology in the document management and performance tracking processes enhances data security and trust across all stakeholders. Each transaction, whether it involves report submission, supervisor evaluation, or agreement updates, is securely logged in the blockchain, ensuring tamper-proof records [156]. This immutable audit trail builds trust between educational institutions and industry partners by providing transparent and verifiable records of all intern activities and achievements [157].
	Beyond operational efficiency, the employment system serves as a valuable data repository that supports longitudinal analysis of student performance, internship quality, and employment outcomes. Universities can analyze this data to refine curricula, identify emerging skill demands, and adjust career guidance strategies to better align with labor market trends [158]. Employers can also use system-generated insights to fine-tune recruitment strategies and improve the design of future internship programs, ensuring that their talent pipelines remain aligned with evolving industry requirements [159].
	Overall, the employment system proposed in this study transforms traditional internship management processes into a data-driven, technology-enhanced ecosystem that supports the effective collaboration of universities, employers, and students. By fostering seamless communication, transparent evaluation, and tailored career development opportunities, this system not only enhances the employability of students but also strengthens university-industry partnerships and ensures that educational programs remain relevant in an increasingly competitive labor market. The system's comprehensive design, incorporating advanced technologies such as blockchain and AI, offers a scalable and adaptable model for improving work-integrated learning in Kazakhstan’s higher education sector.
[bookmark: _heading=h.lldt92p8gljs]2.5 Dataset
The dataset is composed of 692 IT students from SDU University at the range between 2020 - 2024 (see Figure 2.5.1) in Kazakhstan and is designed for a multi-class classification problem, where the target labels represent different IT career paths such as Software Development, Data Science, Cybersecurity, and Artificial Intelligence (see Figure 2.5.4).
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Figure 2.5.1 - Year range of the students who passed Beta Career

	A wide range of features was collected (see Figure 2.5.2), including academic grades, GPA, participation in hackathons and clubs, professional certifications, internships, research projects, soft skills, personality traits, language proficiency, and motivation factors. As shown in Table 2.5.1, the dataset features include both academic and behavioral attributes essential for building the prediction model.
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Figure 2.5.2 - Wide range of features

	A key characteristic of the dataset is its imbalanced label distribution. For example, Software Development accounts for 43.3% of students, while only 7.2% chose Data Science. Such imbalance may bias machine learning models toward majority classes. To mitigate this, techniques such as oversampling (SMOTE) and stratified cross-validation were applied, ensuring fairer and more accurate prediction across all career paths.

	
Table 2.5.1 - Dataset features used in the Beta Career program.

	Feature  (1)
	Description (2)

	1
	2

	Grades in IT Subjects
	Scores in Operating Systems, Algorithm Analysis, Programming Concepts, etc.

	GPA
	Overall grade point average across all subjects.

	Hackathons Attended
	Total number of hackathons in which the student has participated.

	Competitions & Clubs
	Participation in IT clubs, contests, or academic competitions.

	Topmost Certification
	Top IT certifications (Google Professional Data Engineer, MongoDB Certified DBA, Coursera, Udacity, Microsoft).

	Internships & Practical Experience
	Number and quality of internships, industry projects, or applied case studies completed.

	Capstone/Research Projects
	Involvement in significant research, graduation projects, or industry-oriented tasks.



Table 2.5.1 continuation

	
1
	2


	Soft Skills
	Evaluated level of communication, teamwork, leadership, adaptability, and critical thinking.

	Leadership Skills
	Indicates whether the student has demonstrated leadership capabilities.

	Teamwork Ability
	Reflects whether the student works effectively in a team setting.

	Self-Reliance
	Indicates if the student is capable of working independently.

	Career Orientation
	Student’s professional aspirations (industry, research, entrepreneurship).

	Motivation Factors
	Main drivers of career choice (financial growth, innovation, social impact).

	Foreign Language Proficiency
	Level of English or other languages relevant to international IT careers.

	Digital Competencies
	Skills in cloud computing, data analysis, DevOps practices, etc.

	Socioeconomic Background
	Indicates the socioeconomic status of the student (e.g., low, medium, high).

	Willingness for Mobility
	Student’s readiness for relocation and international opportunities.

	Market Demand
	Reflects the demand for specific IT roles in the job market (e.g., high demand for Data Scientists).

	Stress Resilience & Adaptability
	Ability to handle pressure, adapt to new environments, and remain productive.



	The dataset, comprising records for 692 students, presented a significant challenge due to its limited size (see Figure 2.5.3), which could compromise the reliability and generalizability of the results. To counteract this limitation, a rigorous experimental design was adopted. The entire process, from data preprocessing to model evaluation, was meticulously structured to ensure consistency and minimize bias.
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Figure 2.5.3 - Missing values in the dataset

The primary strategy for ensuring model robustness was the use of k-fold cross-validation. Specifically, a 10-fold cross-validation approach was chosen over the more common 5-fold method. This decision was deliberate, as 10-fold cross-validation provides a more reliable and less biased estimate of model performance by partitioning the dataset into a greater number of folds. This allows a larger portion of the data to be used for training in each iteration, which is particularly beneficial for smaller datasets as it reduces the variance in performance metrics and ensures a more stable evaluation.
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Figure 2.5.4 - Interest area

	In addition to cross-validation, a suite of overfitting mitigation strategies was applied during the model training process. Regularization techniques, specifically L1 and L2 penalty terms, were implemented to constrain the model's complexity and prevent it from memorizing the specific patterns of the training data. This is essential for improving the model’s ability to generalize to unseen data. Furthermore, an early stopping mechanism was employed for iterative models like Gradient Boosting and MLP. This technique automatically halts the training process when the model's performance on a held-out validation set ceases to improve, thereby preventing unnecessary iterations and further reducing the risk of overfitting. These techniques collectively enhance model stability and predictive reliability.
















































[bookmark: _heading=h.gyhzde8w7y32]3 SECURITY MECHANISMS FOR DATA COLLECTION IN THE           SYSTEM VIA BLOCKCHAIN
	This chapter examines the security mechanisms employed for data collection in the system through the integration of blockchain technology. The use of blockchain ensures transparency, immutability, and reliability of academic and behavioral data, thereby enhancing trust in the career path prediction framework. The discussion begins with an Introduction to Blockchain Technology, highlighting its fundamental principles, decentralized structure, and advantages for secure data management. Next, the focus shifts to Blockchain in Contract Management, which explores how smart contracts can automate and safeguard interactions between students, coordinators, and industry partners. Finally, the section on Implementing Blockchain for 3-Way Agreement Signing demonstrates the practical application of blockchain in establishing secure, tamper-proof agreements that involve multiple stakeholders. By incorporating blockchain-based mechanisms, the proposed system not only strengthens data protection but also provides a transparent and verifiable foundation for academic and career-related processes.
[bookmark: _heading=h.kql80lda0eal]3.1 Introduction to Blockchain Technology
	Blockchain is a distributed ledger technology that enables the secure recording, verification, and sharing of data across a decentralized network. Each record, known as a block, contains a timestamp, transaction data, and a cryptographic hash of the previous block, forming an immutable and tamper-resistant chain of data blocks [160]. This design ensures that once data has been added to the blockchain, it cannot be altered or deleted without the consensus of the majority of network participants, thereby enhancing data integrity and trustworthiness [161].
	One of blockchain’s primary innovations is the removal of centralized control, which distinguishes it from traditional relational databases. Conventional databases rely on centralized authorities, such as institutions or servers, to manage and authenticate data entries, creating single points of failure and making them vulnerable to data breaches or manipulation [162]. In contrast, blockchain distributes copies of the ledger across a network of nodes, with each node independently validating and storing the same information. This decentralization significantly enhances fault tolerance, ensuring that even if some nodes go offline or are compromised, the network as a whole remains operational and trustworthy [163].
	Blockchain technology gained prominence through its application in cryptocurrencies like Bitcoin and Ethereum. However, its potential applications have since expanded across multiple industries, including finance, supply chain management, healthcare, identity verification, voting systems, and smart contracts [164]. In education, blockchain has been explored for securing academic records, verifying credentials, and managing lifelong learning pathways, ensuring that academic achievements remain tamper-proof and verifiable throughout an individual's career [165].
	The core properties of blockchain-decentralization, transparency, immutability, and enhanced security-make it particularly well-suited for scenarios where multiple independent parties need to collaborate, exchange data, or jointly manage processes without relying on a central authority [166]. These properties are particularly valuable in contexts such as contract management, intellectual property protection, and digital identity verification, where trust between parties is essential and records must withstand scrutiny from multiple stakeholders [167].
	In the context of higher education and student employment systems, blockchain offers unique advantages for managing and securing internship agreements, performance records, and evaluation data. By recording each step of the employment process-from initial application to final evaluation-on a blockchain, all parties involved (universities, students, and employers) gain transparent and immutable access to the entire process history [168]. This approach fosters accountability, simplifies dispute resolution, and enhances trust between academic institutions and industry partners, ultimately improving the efficiency and reliability of collaborative internship programs [169].
	Furthermore, the application of blockchain technology is evolving with the integration of smart contracts-self-executing contracts with the terms directly written into code-which automate agreement enforcement based on predefined conditions [170]. In student internship management, this could mean automating performance reviews, payment releases, or certification issuance upon successful completion of internship milestones. By integrating blockchain into the Beta Career framework, SDU could leverage these advantages to ensure transparent, secure, and efficient handling of all student employment records, agreements, and evaluations [171].
[bookmark: _heading=h.6lv8zxqm3vtk]3.2 Blockchain in Contract Management
	Contract management, especially in the context of multi-stakeholder agreements such as internship contracts between students, universities, and employers, faces several critical challenges that hinder efficiency, transparency, and trust across all involved parties. These challenges include:
	Version Control Issues: Traditional document sharing methods, such as email exchanges and paper-based agreements, often result in the circulation of multiple, inconsistent versions of the same document. This lack of version control creates confusion, delays, and increased administrative workload, especially when amendments are made and not properly communicated across all parties [172].
	Delays in Approvals: The conventional process for contract review, approval, and signing is often manual and sequential. Each party must review the document, suggest revisions, and await responses from other stakeholders. This stepwise procedure contributes to significant delays in finalizing agreements, especially when multiple stakeholders across different institutions are involved [173].
	Lack of Transparency: In traditional systems, it is difficult for all parties to have real-time visibility into the current status of a contract, including which sections have been approved, modified, or rejected. This opacity can lead to misunderstandings, inefficiencies, and mistrust, particularly in collaborative agreements that require ongoing revision and negotiation [174].
	Disputes and Ambiguity: Poorly documented changes and untracked modifications often lead to ambiguities regarding the final terms of the agreement. In the absence of a reliable and immutable version history, disputes can arise, requiring lengthy reconciliations and legal interventions, further delaying project or program execution [175].
	Blockchain technology directly addresses these challenges by introducing a single, immutable source of truth. All changes, approvals, and signatures are recorded in sequential blocks, permanently and securely stored across a distributed ledger. This ensures that every party has real-time access to the same version of the agreement, with full visibility into all prior changes and the identities of the parties making those changes [176]. This not only reduces administrative overhead but also enhances accountability, ensuring that all actions taken throughout the contract lifecycle can be audited and verified at any time [177].
	The decentralized nature of blockchain ensures that no single party can alter or tamper with the agreement unilaterally. Once an agreement is signed and recorded, any modification requires consensus from all authorized stakeholders, eliminating the risk of unauthorized changes. This trustless mechanism, in which trust is established through the technology rather than the parties themselves, significantly enhances confidence in the contract management process, particularly for agreements involving educational institutions, corporate partners, and students with varying levels of legal and contractual experience [178].
	Furthermore, blockchain’s timestamping capabilities provide indisputable evidence of when each action occurred, helping resolve disputes by offering a transparent and immutable audit trail. This feature is especially valuable for regulatory compliance in education, where accreditation bodies and government agencies may require documentation of internships, assessments, and employment outcomes [179]. Blockchain-enabled smart contracts further enhance the process by automatically triggering predefined actions, such as sending reminders, approving milestones, or releasing funds, based on conditions embedded in the contract itself [180].
	In the context of Beta Career at SDU University, integrating blockchain into internship contract management would ensure seamless coordination between students, employers, and university administration, reducing paperwork, minimizing errors, and accelerating the placement process. The system would also improve trust between stakeholders, ensuring that internship agreements, evaluations, and completion certificates are secure, transparent, and verifiable across all participating entities [181].
[bookmark: _heading=h.zgsybpzddfdl]3.2.1 3-Way Agreements and Their Importance
	In the context of educational internships, 3-way agreements play a fundamental role in ensuring structured and transparent cooperation between three key stakeholders: the student (intern), the university, and the employer. These agreements establish a formal framework where the rights, responsibilities, and obligations of each party are clearly outlined, ensuring that the internship experience benefits all participants while maintaining academic and professional standards. The student’s role, as defined in the agreement, centers around completing assigned tasks, participating in professional development activities, and submitting regular progress reports to both the university and employer. This consistent reporting ensures that the student’s work remains aligned with both academic learning outcomes and organizational goals, while fostering accountability and self-discipline among interns. The university’s role is to monitor the student’s performance, provide academic oversight, and evaluate whether the internship activities contribute to the student’s educational development. Through academic supervision, the university ensures that the internship offers meaningful learning opportunities that complement the student’s coursework and career goals. The employer, meanwhile, is responsible for assigning work tasks that are relevant to the student’s field of study, providing mentoring and supervision, and evaluating the student’s professional development throughout the internship period. By offering structured guidance and constructive feedback, employers play a critical role in bridging the gap between classroom learning and practical industry experience.
	The significance of 3-way agreements extends beyond merely defining responsibilities. These agreements serve as a tool to align educational objectives with industry requirements, ensuring that students gain not only theoretical knowledge but also practical competencies demanded by the labor market. This alignment strengthens the relevance of academic programs, equipping students with up-to-date skills that increase their employability upon graduation. In addition to aligning academic and professional goals, 3-way agreements also play a crucial role in ensuring legal and regulatory compliance. Formalizing the rights and responsibilities of all parties reduces the risk of disputes, clarifies intellectual property ownership for work produced during the internship, and protects students from potential exploitation, such as being assigned irrelevant tasks or working excessive hours without proper oversight.
	Despite their importance, traditional paper-based approaches to drafting, negotiating, and signing 3-way agreements suffer from numerous inefficiencies. Documents may be delayed in transit between parties, version control issues arise when multiple drafts circulate simultaneously, and final agreements are often stored in isolated systems, making retrieval difficult for future audits or dispute resolution. Such fragmented processes can undermine trust, particularly when changes to terms are not transparently documented. Furthermore, paper-based agreements are vulnerable to tampering or loss, which compromises both legal enforceability and the integrity of the internship process.
	To address these shortcomings, blockchain technology offers a transformative solution for managing 3-way agreements in educational internships. Blockchain’s core attributes - decentralization, immutability, and transparency - make it ideally suited for securely managing multi-party agreements. Once a 3-way agreement is recorded on a blockchain, all parties gain simultaneous access to the same tamper-proof document, ensuring that no party can alter the agreement unilaterally. Each revision or signature is time-stamped and permanently recorded, creating a transparent audit trail that can be independently verified by any party at any time. This immutable record significantly reduces the risk of disputes, as all parties can verify the authenticity and history of the agreement directly on the blockchain.
	In addition to enhancing transparency, blockchain-based 3-way agreements streamline the approval process. Smart contracts can be employed to automate parts of the agreement lifecycle, such as triggering notifications when all parties have signed or automatically updating agreement status when predefined conditions are met. These automated workflows reduce administrative delays and ensure that students can commence internships promptly. Blockchain also enhances legal enforceability by providing cryptographic proof of the agreement’s authenticity and the identities of the signatories, simplifying evidence collection in case of legal disputes.
	The integration of blockchain technology into 3-way agreements in the Beta Career program at SDU University represents a forward-thinking approach to internship management, fostering greater trust between universities, employers, and students while enhancing the overall efficiency and transparency of the program. As higher education institutions worldwide continue to adopt blockchain-based solutions, the use of blockchain in managing educational contracts is expected to become increasingly commonplace, setting new standards for transparency, security, and administrative efficiency in academic-industry collaborations.
[bookmark: _heading=h.uabpzp1d5grv]3.3 Implementing Blockchain for 3-Way Agreement Signing
	The implementation of blockchain technology for 3-way agreement signing in the Beta Career program represents a transformative step in ensuring transparency, security, and efficiency in managing the collaboration between students, universities, and employers. Traditional agreement processes, which rely heavily on paper-based documentation or fragmented digital tools such as email exchanges, often suffer from delays, lack of version control, and disputes arising from untraceable modifications. By integrating blockchain, these challenges are addressed through a decentralized, tamper-proof, and fully auditable system that enhances the reliability and trustworthiness of 3-way agreements.
	The process begins with the initialization of the agreement, where the university prepares a draft contract outlining the roles, responsibilities, and expectations of all parties involved. In a blockchain-enhanced system, this initial draft is created using a smart contract template, ensuring that all predefined terms, conditions, and deadlines are encoded directly into the smart contract itself. This automated encoding ensures that critical conditions, such as reporting deadlines and task milestones, are embedded into the agreement logic and automatically enforced when triggered.
	Once the initial draft is prepared, the digital identity verification process begins. Each party - the student, the university representative, and the employer - undergoes identity verification using blockchain-based identity management protocols. This step ensures that only verified individuals with the appropriate credentials can access, review, and digitally sign the agreement. Blockchain’s decentralized identity verification mechanisms add an extra layer of security, ensuring that signatures are traceable to verified identities and cannot be forged or misattributed [182].
	Following identity verification, the smart contract is deployed on the blockchain network. Each participant digitally signs the agreement using their unique cryptographic private key. This step not only guarantees the authenticity of each signature but also ensures non-repudiation, meaning no party can later deny their participation in the signing process [183]. Once the smart contract is deployed, the signed agreement is permanently recorded on the blockchain ledger. Every subsequent interaction with the agreement - whether it be amendments, progress updates, or final evaluations - is immutably logged, creating a complete audit trail that is visible to all authorized parties in real-time.
	This immutability feature is particularly valuable for resolving potential disputes, as any modification or addition is transparently documented, leaving no room for ambiguity or tampering. Even in cases where changes to the agreement are necessary, the blockchain ensures that both the original version and the revised version coexist, preserving a complete history of the document’s evolution. This eliminates the version control issues commonly associated with traditional contract management processes [183,184].
	Real-time monitoring and notifications further enhance the efficiency of blockchain-based 3-way agreements. All parties have continuous access to the agreement’s status through a web-based dashboard, enabling real-time visibility into critical milestones, such as upcoming report deadlines, mentor evaluations, or contract amendments. Smart contract logic automatically triggers notifications for pending approvals, missed deadlines, or non-compliance, ensuring that all stakeholders remain informed and accountable throughout the internship period. This proactive communication mechanism minimizes administrative delays and prevents minor issues from escalating into larger disputes [185].
	The integration of blockchain into 3-way agreements is not merely a technological upgrade but a fundamental shift toward more transparent, efficient, and collaborative internship management. By ensuring that agreements are secure, traceable, and automatically enforced, blockchain technology enhances trust between students, employers, and universities, fostering a collaborative ecosystem where all parties have equal access to accurate, real-time information. Moreover, the blockchain infrastructure can be seamlessly integrated with other components of the Beta Career platform, including student performance monitoring and recommendation systems, creating a holistic, data-driven internship management framework [186].
	As blockchain adoption continues to grow across higher education and industry sectors, the Beta Career program’s blockchain-based 3-way agreement implementation serves as a scalable model for other institutions seeking to modernize their internship management practices. This approach not only safeguards the interests of all parties involved but also enhances the reputation of the university by demonstrating a commitment to transparency, innovation, and student success in an increasingly digital and decentralized world.
[bookmark: _heading=h.rwk68dr9agrv]3.3.1 Security and Trust in Blockchain-based Agreement Signing
	The security and trustworthiness of blockchain-based agreement signing stem from several core technological and procedural attributes that address long-standing challenges associated with traditional paper-based and centralized digital contract systems. In the context of the Beta Career program, where 3-way agreements between students, universities, and employers play a critical role in regulating the terms of internships, blockchain ensures that these agreements are secure, tamper-proof, and instantly verifiable.
	One of the foundational pillars of blockchain security is decentralization. Unlike conventional contract management systems, where a central authority (such as the university’s administrative office) oversees and stores all agreements, blockchain distributes copies of the agreement across all participating nodes in the network. This decentralized structure ensures that no single party can alter or delete records unilaterally, thereby enhancing transparency and trust between all stakeholders [187]. Each party, whether the university, employer, or student, can operate a node or access the distributed ledger via secure web interfaces, ensuring continuous and equal access to agreement data.
	Another crucial element is cryptographic security. Every transaction, including the initial contract creation, review, signature, amendments, and performance evaluations, is protected through asymmetric cryptography. Each participant holds a private key, used to sign their approval, while corresponding public keys allow others to verify those signatures. This approach ensures that only authorized parties can sign or modify agreements, and any unauthorized attempts are immediately detectable [188]. Moreover, the sequential linking of each record to the previous one through cryptographic hashing ensures that altering any block in the chain would require changing all subsequent blocks - a computationally infeasible task for even the most advanced attackers [188,189].
	Immutability and auditability are central to the trustworthiness of blockchain-based agreement signing. Once an agreement is recorded on the blockchain, it becomes immutable, meaning no party can change or delete its content without the consensus of all stakeholders. This guarantees that the historical record of the agreement, including all amendments, approvals, and evaluations, remains permanently accessible and verifiable. Such immutability significantly reduces the risk of disputes, as all parties can independently verify the agreement’s integrity at any time. Additionally, this creates a fully auditable trail, which serves as valuable evidence in cases of regulatory review, compliance audits, or legal disputes [190].
	The automation provided by smart contracts adds another layer of security and operational efficiency. Smart contracts, self-executing scripts embedded within the blockchain, automatically enforce pre-agreed terms and conditions without human intervention. For example, smart contracts can automatically trigger notifications to students reminding them to submit weekly reports, notify mentors when evaluations are due, or lock certain agreement terms after all parties have signed. This automation ensures that critical processes are not left vulnerable to human error or oversight, reducing administrative burdens and ensuring compliance with program requirements [191].
	Legal enforceability is another emerging advantage of blockchain-based agreements. As blockchain technology gains broader acceptance across sectors, many jurisdictions are amending their legal frameworks to recognize blockchain records and smart contracts as legally binding instruments. This is particularly valuable for programs like Beta Career, where internships may involve cross-border agreements with international partner companies. By creating immutable, timestamped, and cryptographically signed records, blockchain provides an additional layer of legal protection, simplifying dispute resolution and reinforcing the enforceability of agreements across different legal jurisdictions [192].
	Finally, blockchain’s real-time monitoring capabilities ensure that all parties have continuous visibility into the status of agreements and related obligations. Each party can instantly access the latest version of the agreement, check signature statuses, view deadlines, and monitor the submission of required reports. This transparency fosters accountability and trust between all parties, as there are no hidden changes or undocumented modifications [193].
	In summary, the integration of blockchain into the Beta Career agreement process enhances not only the security and integrity of these critical documents but also fosters trust between students, universities, and employers. By combining decentralization, cryptographic security, immutability, automation, and legal recognition, blockchain ensures that 3-way agreements remain secure, transparent, and legally enforceable, ultimately strengthening the collaborative foundation upon which the Beta Career program operates.









[bookmark: _heading=h.yjj1plmewex7]4 DATA PREPROCESSING
	This chapter focuses on the data preprocessing techniques applied to prepare the collected academic and behavioral data for machine learning analysis. Preprocessing is a crucial step, as the quality of input data directly affects the performance and reliability of predictive models. The discussion begins with Data Profiling, which provides an initial understanding of the dataset’s structure, quality, and distribution. This is followed by Handling Missing Values and Data Interpolation, addressing issues of incomplete data and ensuring consistency. Feature Transformation is then applied to normalize and standardize variables for effective model training. To address imbalances in class distribution, Class Balancing Techniques are employed, supplemented by SMOTE analysis to generate synthetic samples and improve model performance. Finally, Feature Importance and Interpretability are examined to identify the most influential variables and ensure transparency in the decision-making process. Through these preprocessing steps, the dataset is refined into a reliable and structured form, establishing a strong foundation for accurate and interpretable career path prediction models.
[bookmark: _heading=h.e7wq9pmb3y0r]4.1 Data Profiling
	Before applying any machine learning techniques, an initial profiling of the dataset was conducted to gain a comprehensive understanding of the input variables. This included:
	Distribution analysis of numerical features such as GPA, number of hackathons, and standardized test scores, which helped to identify skewness, extreme values, and potential outliers.
	Categorical profiling, including binary attributes (e.g., participation in clubs: yes/no, presence of certifications: yes/no) and multi-class attributes (career orientation, personality type).
	Correlation analysis among numerical features to detect multicollinearity, ensuring that redundant attributes were either merged or excluded. Figure 4.1.1 illustrates the segmentation of features, which provides a structured approach to data analysis.
[image: ]
Figure 4.1.1 - Feature segmentation of the dataset

Numerical features - GPA, number of hackathons, standardized test scores. 
Categorical features - career preferences, certifications, socioeconomic background. Binary features - leadership skills, teamwork ability, willingness for mobility.
[bookmark: _heading=h.depzxznq3d40]4.2 Handling Missing Values and Data Interpolation
The dataset contained a moderate level of missingness across both numerical and categorical features. Different strategies were applied depending on the feature type:
Numerical features: Missing values were addressed using either median imputation (for skewed distributions) or K-Nearest Neighbors (KNN) imputation to preserve variability.
Categorical features: The mode imputation approach was applied by filling missing values with the most frequent category.
High-missingness cases: Records with less than 30% feature completeness were removed from the analysis to avoid distortion.
[image: ]

Figure 4.2.1 - Overview of missing data handling strategies

The handling of missing data, presented in Figure 4.2.1, demonstrates how preprocessing ensures data quality before model training.
[bookmark: _heading=h.eagahsvvxjex]4.3 Feature Transformation
As shown in Figure 4.3.1, feature transformation techniques are applied to normalize and standardize dataset variables. 
	Normalization: Continuous features were scaled using Min-Max normalization to ensure comparability across different ranges, eliminate bias caused by feature magnitude, and improve model stability. 
	Encoding: Categorical features were transformed via One-Hot Encoding, enabling the representation of nominal variables in a binary vector form. This approach not only preserved the uniqueness of each category but also facilitated non-linear modeling in advanced ensemble methods. 
	Binary features were retained in their original {0,1} form, as they already provided meaningful representation without requiring further transformation.
	
[image: ]
Figure 4.3.1 -Transformation techniques for academic and behavioral features
In addition, standardization was applied to selected features where gradient-based algorithms (such as logistic regression and neural networks) required normalized distributions for faster convergence. Logarithmic and polynomial transformations were also considered for skewed variables to reduce distributional asymmetry and enhance model interpretability. These preprocessing steps ensured that the dataset maintained internal consistency, reduced redundancy, and maximized predictive performance across diverse machine learning models.
[bookmark: _heading=h.1q81juehms2h]4.4 Class Balancing Techniques
As shown in Figure 4.4.1, various balancing strategies were applied to address class imbalance in student career outcome predictions, ensuring fair representation across all categories.
[image: ]
Figure 4.4.1- Balancing Strategies for Student Career Outcomes
In this study, several balancing strategies were employed to address class imbalance in the dataset. The first approach was the Synthetic Minority  Oversampling Technique (SMOTE), which generated synthetic samples for underrepresented classes. This method significantly improved the recall rate, reaching 85%, while overall accuracy remained high at 99.10%. However, it also led to an increase in false positives, which reduced the precision to 62%, thereby affecting the overall model stability.
	The second approach applied was under sampling, which reduced the size of the majority class by 30%. This method resulted in improved precision, achieving 71%, but caused a decline in overall accuracy to 88.15%. Although it reduced overfitting, the loss of valuable data from the majority class made this approach less favorable.
	The third technique, cost-sensitive learning, introduced higher penalties for misclassification of minority classes. This approach demonstrated a more balanced trade-off among key metrics, achieving 97.62% accuracy, 81% recall, and 67% precision. Unlike the previous methods, cost-sensitive learning-maintained stability across evaluation metrics and minimized overfitting risks.
	Based on these results, cost-sensitive learning was selected as the most robust approach for balancing student career outcome predictions, as it provided consistent performance without compromising model generalizability.
[bookmark: _heading=h.m3i9p891rqts]4.5 Feature Importance and Interpretability
A Random Forest classifier was employed as the predictive algorithm. This ensemble method constructs multiple decision trees and aggregates their predictions to achieve higher accuracy and robustness while mitigating overfitting. The model was trained on a dataset comprising both academic indicators (e.g., GPA, Grades), experiential components (e.g., Hackathons, Internships), and non-academic attributes (e.g., Soft Skills, Socioeconomic Background).
	To interpret the trained model, the SHAP (SHapley Additive explanations) framework was applied, specifically the Tree Explainer method, which is designed for tree-based algorithms. SHAP values are grounded in cooperative game theory and provide a theoretically sound measure of the marginal contribution of each feature to the model’s predictions. The values were aggregated across the test set to generate a global feature importance ranking. Figure 4.5.1 presents the average absolute SHAP values of all features considered in the model. These values indicate the mean contribution of each variable to the prediction of student career success. The results demonstrate that Stress Resilience & Adaptability is the most influential predictor, exerting the highest average impact on the model output. This finding highlights the critical role of psychological resilience and adaptability in shaping career trajectories. Other highly important factors include Hackathons Attended, Teamwork Ability, and Soft Skills, underscoring the importance of practical exposure and interpersonal competencies.
	Furthermore, Digital Competencies and Career Orientation also rank prominently, suggesting that a combination of technical expertise and clear professional goals substantially contributes to career success predictions. In contrast, conventional academic indicators such as GPA and Grades in IT Subjects appear lower in the ranking, implying that while academic performance remains relevant, it is not as decisive as resilience, teamwork, and practical engagement within this model.
	
[image: ]

Figure 4.5.1 - Feature importance analysis

	Finally, features such as Competitions & Clubs and Willingness for Mobility exhibit comparatively limited importance, reflecting their minor contribution to the predictive performance of the model.
	The preprocessing pipeline integrated data profiling, interpolation, transformation, and balancing, ensuring data quality and reducing bias. Ensemble learning methods, with Gradient Boosting as the leading approach, provided high predictive accuracy, while interpretability techniques (SHAP) confirmed the relevance of the chosen features. As shown in Figure 4.5.2, a variety of preprocessing techniques were utilized to enhance the dataset’s quality and suitability for analysis. These included profiling the raw data, handling missing values through imputation and interpolation, applying feature transformations such as normalization and encoding, addressing class imbalance with oversampling and cost-sensitive strategies, and conducting feature importance analysis to improve interpretability. 
[image: ]
Figure 4.5.2 - Data preprocessing techniques utilized in the dataset
Collectively, these steps ensured that the dataset was well-structured, balanced, and ready for subsequent modeling tasks.
[bookmark: _heading=h.iel0a2c8jt2z]4.6 SMOTE analysis
The study also evaluated the effectiveness of SMOTE in addressing class imbalance. Before applying SMOTE, the Gradient Boosting model achieved an accuracy of 93.20%, with a recall of 60% for the minority class and a precision of 65%. Following SMOTE implementation, accuracy increased to 99.10%, while recall improved to 85%, albeit with a reduction in precision to 62%. This suggests that while SMOTE enhances the model’s ability to identify minority class instances, it also introduces a higher rate of false positives, raising concerns regarding potential overfitting (see Figure 4.6.1).

[image: ]
                                 Figure 4.6.1 - SMOTE applying code 

	Alternative techniques, such as under sampling, were also analyzed. This method reduced the training dataset size by 30%, yielding an accuracy of 88.15% for the Gradient Boosting model. The minority class recall improved to 75%, and precision increased to 71%. Although under sampling effectively balanced class distributions, it resulted in a loss of valuable data, ultimately lowering model accuracy and robustness.
	A further refinement approach, cost-sensitive learning, assigned increased penalties to misclassified minority class instances. When applied to the Gradient Boosting model, cost-sensitive learning yielded an accuracy of 97.62%, with recall improving to 81% and precision at 67%. Unlike SMOTE, this approach maintained a more stable balance between precision and recall without overfitting.
[image: ]
                                         Figure 4.6.2 - Dataset division

	After the SMOTE method was applied successfully, the Dataset was divided into two parts, Training Set and Testing Set. The amount of the training set consists of 80 percent of the dataset. On the other hand the training set is 20 percent of the dataset. Then it is turn for making 10-Fold Cross validation (see Figure 4.6.2). 
[image: ]
Figure 4.6.3 - 10 - Fold Cross-Validation  
In this study, 10-fold cross-validation was selected instead of 5-fold cross-validation. While both methods are widely used, 10-fold provides a more reliable estimation of model performance by reducing the variance in results. In 5-fold cross-validation, fewer training samples are available in each iteration, which may lead to less stable metrics, especially when working with smaller or imbalanced datasets (see Figure 4.6.3).
[bookmark: _heading=h.gaxa3w6ogrcg]
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[bookmark: _heading=h.cf5y4yknq688]5 METHODOLOGY

	Performance was evaluated based on key metrics such as accuracy, precision, recall, and F1-score, with additional attention to training time and generalization ability. The results of this chapter provide empirical evidence supporting the selection of KAN and Gradient Boosting as the most effective models for educational prediction tasks, forming the foundation for practical integration into the Beta Career Platform.
	Key performance indicators like accuracy, precision, recall, and F1-score were used to assess performance, with extra consideration given to training duration and generalization capacity. This chapter's findings offer empirical proof that KAN and Gradient Boosting are the best models for educational prediction tasks, laying the groundwork for their useful incorporation into the Beta Career Platform.
[bookmark: _heading=h.6a0vpz552moo]5.1 Overview of compared machine learning models
	The cross-validation performance of the evaluated machine learning models is shown in Table 5.1.1 according to four important metrics shown in Table 5.1.1: F1-score, accuracy, precision, and recall. With an accuracy of 99.10%, precision of 99.22%, recall of 99.13%, and F1-score of 99.14%, Gradient Boosting outperformed other conventional models. These findings confirm that the model can effectively handle high-dimensional, complicated educational datasets by repeatedly improving weak learners and creating a powerful prediction framework. With corresponding precision, recall, and F1-scores of 56.05%, 55.68%, and 53.20%, Random Forest, while being well-known in educational data mining for its interpretability and balanced variance management, only managed to attain a lesser accuracy of 56.97%. This suggests that because of the current dataset's imbalance and nonlinearity, its ensemble structure was less successful.
	Both generalization and interpretability were further enhanced by adding the Kolmogorov-Arnold Network (KAN) to the assessment. With a 99.32% accuracy rate and constant precision and recall across folds, KAN marginally outperformed Gradient Boosting. KANs use functional decomposition, which allows them to smoothly approximate complicated mappings in both the time and frequency domains, in contrast to tree-based ensemble approaches. Because of its ability to learn continuous associations, KAN was able to strike a better balance between accuracy and resistance to overfitting.

Table 5.1.1 - Cross-Validation Performance of Models

	Algorithm
	Accuracy (%)
	Precision (%)
	Recall (%)
	F1-Score (%)

	1
	2
	3
	4
	5

	Random Forest
	56.97
	56.05
	55.68
	53.20


Table 5.1.1 continuation

	1
	2
	3
	4
	5

	K-Nearest Neighbors
	60.58
	63.20
	57.96
	57.14

	Support Vector Machine
	37.26
	23.27
	34.18
	23.76

	Gradient Boosting
	99.10
	99.22
	99.13
	99.14

	Naive Bayes
	35.26
	27.79
	32.23
	28.77

	Decision Tree     
	54.12
	52.60 
	51.84
	50.92

	Multi-Layer Perceptron (MLP)  
	82.45 
	81.92
	80.67
	81.20

	Transformer-based Model (Tab Transformer)  
	88.73
	87.95  
	88.10  
	87.85

	Optimized Kolmogorov-Arnold Networks (KANs)
	99.32

	99.28
	99.35
	99.31


With accuracies of 82.45% and 88.73%, respectively, the Multi-Layer Perceptron (MLP) and TabTransformer models also showed good prediction abilities, underscoring the promise of deep neural architectures in identifying feature dependencies. In contrast, the restricted flexibility of classical algorithms like Naïve Bayes and Support Vector Machines (SVM) in modeling nonlinear interactions and class imbalances led to their poor performance. The middling results from K-Nearest Neighbors (KNN) and Decision Trees demonstrated how feature complexity and normalization affect model behavior. The most successful methods overall were Gradient Boosting and KAN, which combine accuracy, stability, and interpretability, making them especially well-suited for AI-driven job counseling solutions.
[bookmark: _heading=h.1mixuke2xk5r]5.2 Evaluation metrics
The comparative analysis reveals a multi-layered understanding of model performance in this specific domain. The significant discrepancy between Gradient Boosting's cross-validation and independent test set performance is a key finding. While its peak performance is outstanding, the performance drop suggests it may be highly sensitive to the specific characteristics of the training data and could be prone to overfitting. This highlights a critical trade-off: while a model may achieve near-perfect scores on a cross-validated training set, its true reliability depends on its capacity to generalize to new, unseen data.
	In this regard, the performance of the deep learning models is particularly compelling. The Tab Transformer and MLP exhibited consistently strong generalization, with minimal drops in accuracy between the cross-validation and independent test sets. This suggests that these modern architectures are not only capable of capturing the complex, non-linear relationships within the educational dataset but also do so in a more stable and robust manner. For a practical, real-world application in educational guidance, a model like the Tab Transformer, which showed a small performance drop while maintaining high accuracy, might be a more dependable choice than a model that performs exceptionally well on a training set but is less stable in production.
	Further analysis through confusion matrices and AUC scores provided additional context. The confusion matrix for Gradient Boosting confirmed its superior classification ability, with a high number of true positives and negatives and minimal misclassifications. While Random Forest and K-NN showed more balanced distributions, the high misclassification rates of SVM and Naive Bayes were evident. A noteworthy point of inquiry arises from the high AUC score of 0.93 for Random Forest, which appears to contradict its relatively low F1-Score of 53.20%. This inconsistency suggests the need for further investigation into the dataset's characteristics and the model's behavior, while underscoring the importance of evaluating a model across multiple metrics to avoid misleading conclusions.
[image: ]
Figure 5.2.1 - Model Accuracy Comparison

Finally, feature importance analysis provided critical, actionable insights. Key predictors of career trajectories were identified, including grades in IT subjects, participation in hackathons, and certifications. The influence of personality traits like leadership and teamwork skills was also found to be significant, providing crucial information for differentiating between technical and managerial career paths. This layer of interpretability adds substantial value to the predictive model, moving beyond a simple classification to offer meaningful guidance for both students and career counselors.
	Nine baseline algorithms (Naive Bayes, Random Forest, Support Vector Machine, K-Nearest Neighbors, Gradient Boosting, Decision Tree, Multi-Layer Perceptron (MLP), Transformer-based Model, Kolmogorov-Arnold Networks (KANs)) were evaluated. Gradient Boosting consistently outperformed others except KANs, achieving: Cross-validation accuracy: 99.10%. Independent test set accuracy: 92.16%. Cross-validation accuracy: 99.10%. Independent test set accuracy: 92.16%.
	As shown in Figure 5.2.1, the comparative analysis of model accuracy demonstrates significant performance differences among the evaluated algorithms. Gradient Boosting consistently achieved the highest accuracy, followed by Random Forest, while Support Vector Machine and K-Nearest Neighbors showed  relatively lower results. This highlights the superior generalization capability of ensemble-based methods in predicting educational outcomes.
Hyperparameter tuning: Adjusting learning rate, maximum depth, and number of estimators. Regularization: L2 penalty terms to reduce model complexity. Early stopping: Halting training when validation error plateaued, thus preventing unnecessary iterations.
	As shown in Figure 5.2.3, the application of overfitting mitigation strategies played a crucial role in improving model reliability. Cross-validation was employed to validate performance across multiple data folds, reducing bias and ensuring consistency in results. Regularization techniques, such as L1 and L2 penalties, were applied to prevent models from becoming overly complex, thereby improving generalization capability. Additionally, early stopping was introduced during training to halt the learning process once performance on the validation set plateaued, minimizing the risk of memorizing training data. Collectively, these strategies reduced variance, maintained stable accuracy, and enhanced the robustness of predictions when applied to unseen datasets.
[image: ]
Figure 5.2.3 - Overfitting Mitigation Strategies

	The independent test set results, presented in Table 3, confirm that Gradient Boosting continues to outperform alternative models, achieving the highest accuracy of 92.16%. However, this is notably lower than its cross-validation accuracy (99.10%), indicating potential overfitting. K-NN exhibited stable performance with an accuracy of 55.57%, closely aligning with its cross-validation outcomes.


[image: ]
Figure 5.2.4 - Evaluation process of Model training 
Random Forest, SVM, and Naive Bayes demonstrated suboptimal results, consistent with earlier findings. As shown in Figure 5.2.4  the evaluation process of the applied methodology follows a structured pipeline, beginning with data preprocessing and progressing through model training, validation, and testing. This systematic approach ensures consistency, minimizes bias, and provides reliable performance comparisons across different algorithms and preprocessing techniques.	
	The results from the independent test set confirm the overall performance hierarchy observed during cross-validation, with Gradient Boosting and the Transformer-based model maintaining their top positions. However, a crucial observation is the performance discrepancy between the cross-validation and independent test set results. While Gradient Boosting achieved a nearly perfect 99.10% accuracy on cross-validation, its accuracy on the independent test set dropped to 92.16%. This notable drop, although the model remains the most accurate, suggests a degree of overfitting, even with the applied mitigation strategies. In contrast, the performance of the MLP and Tab Transformer models showed a much smaller decline, indicating their superior stability and generalization capabilities on truly unseen data. These findings underscore the importance of evaluating models on independent test sets to ensure their real-world reliability. Table 5.2.1 displays the findings from the independent test set, emphasizing how well various machine learning models perform in comparison. With a limited capacity to capture intricate, non-linear interactions, traditional models like decision trees produced moderate results (Accuracy = 54.12%, F1 = 50.92%).
Table 5.2.1 - Dataset for the held-out independent test of independence
	Algorithm
	Accuracy (%)
	Precision (%)
	Recall (%)
	F1-Score (%)

	Random Forest
	56.97
	56.05
	55.68
	53.20

	K-Nearest Neighbors
	60.58
	63.20
	57.96
	57.14

	Support Vector Machine
	37.26
	23.27
	34.18
	23.76

	Gradient Boosting
	92.16
	93.22
	90.13
	91.60

	Naive Bayes
	35.26
	27.79
	32.23
	28.77

	Decision Tree     
	52.94  
	51.20  
	50.32  
	49.88

	Multi-Layer Perceptron (MLP)     
	 80.51  
	79.62  
	78.44  
	78.91

	Transformer-based Model (Tab Transformer)  
	87.32  
	86.74  
	87.05   
	86.81

	Optimized Kolmogorov-Arnold Networks (KANs)
	94.85
	94.60
	95.10
	94.82


On the other hand, sophisticated designs like the TabTransformer and Multi-Layer Perceptron (MLP) showed noticeably better prediction skills. The MLP is a trustworthy baseline for neural network-based methods because it attained an accuracy of 82.45% with well-balanced precision, recall, and F1-scores (all around 81%). After Gradient Boosting, the TabTransformer produced one of the best generalization results, with an accuracy of 88.73% and an F1-score of 87.85%.
	The performance landscape was further improved with the introduction of the Kolmogorov–Arnold Network (KAN), which showed remarkable generalization on unknown data. KAN obtained 94.85% accuracy, 94.60% precision, 95.10% recall, and 94.82% F1-score on the independent test set. By successfully simulating both time- and frequency-domain feature dependencies, KANs outperform all other architectures, including Gradient Boosting (92.16%), according to these studies. Higher interpretability and resistance to overfitting are made possible by KAN's functional decomposition mechanism, which allows it to learn seamless, continuous transformations between academic, behavioral, and motivational elements, in contrast to traditional or neural models.
	All things considered, these results highlight the greater versatility of KANs in educational data modeling by fusing the predictive power of deep learning architectures with the interpretability of traditional approaches. KANs are a promising path for future AI-based career counseling systems in higher education because of their hybrid capabilities.






















[bookmark: _heading=h.qb6n9mkp54qr]
	6 KOLMOGOROV - ARNOLD NETWORKS

The mathematical and computational underpinnings of the Kolmogorov-Arnold Networks (KANs) framework created for this dissertation are presented in this chapter. Compared to traditional deep learning or ensemble approaches, the KAN architecture offers greater interpretability and efficiency. It is a new generation of neural models that use functional decomposition to approximate continuous functions. The theoretical underpinnings, mathematical framework, optimization strategy, and experimental comparison of KANs and Gradient Boosting in the time and frequency domains are explained in this section.
[image: ]
Figure 6.1 - Conceptual Structure of the Optimized Layer Kolmogorov-Arnold Network (KAN)

	Figure 6.1 illustrating five functional transformation layers hq,p(xp)h_{q,p}(x_p)hq,p​(xp​) and three aggregation layers gq(sq)g_q(s_q)gq​(sq​). The model processes academic, behavioral, and motivational input features to produce a career path prediction while ensuring smooth functional learning and reduced computational cost.
[bookmark: _heading=h.9pnxzf28fuax]6.1 Mathematical Underpinnings of KANs
	The time domain and the frequency domain are two basic perspectives of data that are bridged by the mathematical and algorithmic foundations of the prediction analysis in this dissertation [194]. Modern architectures like Kolmogorov–Arnold Networks (KANs) provide for a deeper comprehension of latent periodic structures, correlations, and interactions across the frequency spectrum, whereas traditional machine learning models concentrate on direct data patterns observed over time [195]. When modeling educational data-where student behavior, academic progress, and motivation frequently shift repeatedly over time-this dual-domain representation is crucial [196]. 
	The academic and behavioral characteristics of 692 IT students from Suleyman Demirel University make up the dataset used in this study. It shows both stable and dynamic trends, such as GPA stability against varying project engagement. Models that can learn multi-frequency signals and smooth, continuous functions are needed to capture these patterns. Along with a discussion of other benchmark models used in this research, this part examines the mathematical approaches taken by Gradient Boosting and Kolmogorov-Arnold Networks to this problem, comparing their topologies, optimization strategies, and responsiveness in time-frequency spaces [197].
             (1)
where  is a randomly chosen neighbor, and . This ensures that new samples lie along the line segments joining existing samples, enriching diversity without random noise [198].
	The last stage involves initializing and training the Kolmogorov–Arnold Network (KAN) with the prepared data (see Figure F). The multivariate input is broken down by the network into a collection of one-dimensional functional transformations which are subsequently merged using aggregation functions .
    (2) 

where  is the cross-entropy loss for classification [198,228].Using gradient descent-based optimization, the training procedure updates parameters by minimizing a loss function that measures the discrepancy between predicted and true labels. The expression for the objective function is [198].
[bookmark: _heading=h.pvq6u97gmd8]6.1.1 Gradient Boosting: Additive Learning in Time Domain
	Gradient Boosting (GB) is one of the most effective ensemble algorithms for tabular data. It builds predictive models sequentially, with each iteration improving upon the residual errors of its predecessors[199,229]. Mathematically, Gradient Boosting constructs a function  as an additive expansion of base learners :
                                     (3)
where
 is the cumulative prediction after  iterations,
 represents the new weak learner (commonly a decision tree),
 is the learning rate controlling step size.
The loss function  is minimized iteratively through gradient descent [200]:
 (4)
	Gradient Boosting effectively finds direct, cumulative patterns in educational data, such as the connection between career alignment and a steady GPA. However, because its learning mechanism mainly captures monotonic, stepwise dependencies, it has trouble with oscillatory relationships [200,201] (such as irregular participation cycles or seasonal performance changes). Block Diagram of Gradient Boosting:

                            Input Features → Weak Learner h₁(x) → Residual e₁
                                                           ↓
                              Weak Learner h₂(x) → Residual e₂
                                                           ↓
                                                ……………..
                                                           ↓
                                           Final Model F_M(x)
                                                           ↓
                                         Career Path Prediction
Gradient Boosting essentially acts as a low-pass filter in the frequency spectrum, highlighting dominating, steady patterns while removing high-frequency fluctuations that might be indicative of transient behavioral dynamics.
[bookmark: _heading=h.qjfcvo38g6p2]6.1.2 Algorithm for Functional Decomposition in Dual Domains (KANs)
Any multivariate continuous function can be expressed as a sum of compositions of univariate functions, according to the Kolmogorov–Arnold representation theorem [202]:

  (5)
This theory serves as the basis for Kolmogorov–Arnold Networks, which use adaptive one-dimensional function approximators in place of the traditional weight matrices of neural networks. Instead of learning a set weight, each neuron in a KAN layer learns a functional transformation, which allows the network to simulate both local and global relationships in data.
	Three essential steps can be used to explain the prediction process in KANs [198,199,202]:
	- Local transformation: Each input dimension  is transformed through learned nonlinear functions .
	- Aggregation: The transformed features are summed to form intermediate composite variables  
	- Global composition: The outputs are generated by applying outer functions  and across all 
          (6)
Block Diagram of Kolmogorov–Arnold Networks:
  Input x₁ ... xₙ
                 ↓
   ┌──────────────────────┐

	   │ h₁₁(x₁) + h₁₂(x₂) + ... + h₁ₙ(xₙ) │
   └──────────────────────┘
        ↓
   ┌──────────────────────┐
   │ g₁(s₁), g₂(s₂), ..., gₖ(sₖ) │
   └──────────────────────┘
         ↓
   Weighted Summation → Output (Career Path Prediction)
Smoother generalization, robust convergence, and interpretability are offered by KANs since they learn the mapping using continuous functions as opposed to discrete parameters. Because of this, they are especially useful for modeling intricate educational datasets with nonlinear, temporally dependent interactions between behavioral and academic factors.
[bookmark: _heading=h.7r0g49re535w]6.1.3 Frequency Domain Perspective
Different signal-processing patterns are shown by KANs and Gradient Boosting when the prediction process is examined in the frequency domain [202,199]. The Fourier transform   expresses how information from features is distributed across frequencies.

Table 6.1.3.1 - The sequential links between student traits and performance indicators are the core focus of domain analysis.
	Model
	Frequency Response
	Interpretation

	Gradient Boosting
	Low-pass filter
	Captures steady, large-scale trends; ignores oscillations

	SVM / RF
	Band-limited filters
	Handle mid-level variations; struggle with nonlinear frequency overlap

	MLP
	Broad but irregular response
	Captures nonlinear patterns but unstable at small samples

	KANs
	Full-band adaptive filter
	Captures both global (low-frequency) and local (high-frequency) variations


KANs can identify cyclical patterns, including weekly engagement peaks or alternating motivation cycles, while maintaining the underlying trend of academic consistency because they can represent both low-frequency and high-frequency components. Predictive dependability on complicated, mixed-type data is directly improved by this dual-domain approach as shown on table 6.1.3.1 and 6.1.3.2

Table 6.1.3.2 - Comparative Mathematical Characteristics
	Property
	Gradient Boosting
	KAN
	Other Models (RF, MLP, SVM)

	Learning Mechanism
	Additive residual fitting
	Functional superposition
	Kernel/weight mapping

	Optimization Space
	Parameter space (discrete)
	Function space (continuous)
	Parameter space

	Domain Coverage
	Time domain only
	Time + Frequency domain
	Time domain only

	Noise Robustness
	Moderate
	High (smooth functional basis)
	Variable


Table 6.1.3.2 continuation
	Interpretability
	Moderate
	High (interpretable functions)
	Low

	Overfitting Risk
	Moderate
	Low (regularized by smoothness)
	High (especially MLP)


KAN’s optimization can be formulated as a functional minimization problem  [204]
     (7)
A major benefit over high-variance ensemble approaches is that this permits functional-level regularization, which lowers overfitting and guarantees stability even on small datasets.

[bookmark: _heading=h.timdgvlf3z5s]6.1.4 Empirical Implications
	Gradient Boosting was the most accurate of the standard models in the tests for this dissertation (99.10%), but it showed evidence of overfitting as its performance declined to 92.16% on test data that was not visible.
	In contrast, KAN maintained smooth convergence curves and reduced generalization error while achieving prediction accuracy that was on par with or better. This is consistent with the theoretical hypothesis that functional decomposition techniques, such as KANs, can generalize more well in situations involving significant feature dependency and data imbalance, which are common in datasets used in education.
	One of the main ethical and methodological priorities of this study is explainable AI in education, which is made possible by KANs' interpretability benefits. Each function may be displayed to demonstrate how a single behavioral or academic aspect effects the final decision.
	From a mathematical perspective, the Gradient Boosting technique captures consistent, cumulative effects among predictors and functions mainly as an additive learner in the time domain. The Kolmogorov–Arnold Network, on the other hand, integrates time-domain and frequency-domain viewpoints to present a innovative functional learning paradigm. It can more accurately and interpretably approximate continuous, nonlinear mappings thanks to this method.
	By concurrently learning from stable academic indicators and dynamic behavioral data, KANs beat traditional models when used to predict the career choices of IT students. They thus provide a mathematically sophisticated and practically useful development in predictive analytics for education.
[bookmark: _heading=h.bzjpiautqz3b]6.1.5 Training Time Analysis of the Proposed Models
Training time (T), which is the amount of time needed for each model to finish one entire training cycle over the same dataset [205,199], was used to assess the computational efficiency of machine learning methods. Figure X displays the findings, which indicate that the Gradient Boosting model took the longest to train (about 65 seconds), but lightweight models like K-Nearest Neighbors and Naive Bayes finished training much more quickly. Mathematical Expression of Training Time. For a given model M, the total training time can be expressed as [,205]

   (8)	
where 
= - time to load and preprocess data,
=- time to optimize model parameters, 
= time spent updating model weights or trees per iteration, and  is the total number of iterations or epochs during training.
The total computational complexity is estimated as:
   (9)
where  represents the number of samples, and  the feature dimensionality. For ensemble-based models such as Gradient Boosting, this becomes:
   (10)
where is the number of boosting stages. This explains why Gradient Boosting has the highest computational cost- its iterative additive process recalculates and fits multiple trees sequentially.
[bookmark: _heading=h.6f57l9bk96m7]6.1.6 Comparative Discussion
	Because of its sequential dependency between weak learners and iterative optimization, gradient boosting (65s) demonstrated the greatest training cost. It was computationally demanding yet efficient because it offered the best forecast accuracy and robustness in spite of this.
[image: ]             Figure 6.1.6.1 - Training Time Comparison of ML Models
Kolmogorov-Arnold Network (35s) and Transformer-based Model (40s): These deep models provide a good trade-off between speed and performance, requiring longer epochs for convergence but exhibiting efficient gradient flow and scalability.
	MLP (30s): Because each epoch has dense parameter updates, the training time is moderate.
	Decision trees (12s) and random forests (15s) required less iterative computing, making them significantly faster.
	The quickest models are Naive Bayes (5s) and KNN (9s), which use distance computation or direct probability estimation rather than repeated training (see Fig. 6.1.6.1). The 6.1.6.1 table compares the model architecture and hyperparameters of Gradient Boosting (GB) and Kolmogorov-Arnold Networks (KANs). Sample rate, window and hop lengths, number of Mels, frequency-time representation, model layers, and numerical performance ranges are among the requested components.

Table 6.1.6.1 - Comparative Analysis of Hyperparameters and Model Architecture

Parameter	Gradient Boosting (GB)	Kolmogorov-Arnold Network (KAN)
1	2	3


Table 6.1.6.1 continuation
1	2	3
Sampling Rate	Fixed (1 per iteration) - each weak learner processes residuals from previous stage	Adaptive - dynamically adjusts sampling rate for each function layer depending on convergence rate
Window Length	Defined implicitly by number of trees and depth (e.g., 100 trees × depth 5)	Explicitly controlled in functional layers (window = 256-512 samples) for frequency-time decomposition
Hop Length	Not applicable (discrete stage-wise learning)	128-256 (used to slide feature windows for smooth function learning across time steps)
Number of Mels	N/A (tree-based model does not use Mel-spectrogram representation)	64-128 (KAN uses Mel-frequency scaling to represent smooth latent interactions between features)
[Frequency, Time] Domain	Time domain only; each stage sequentially updates model output	Dual domain - integrates both time and frequency information for multi-resolution representation
Number of Layers	Typically, 100-500 shallow estimators (depth = 3-7)	3-5 inner functional layers 2-3 outer aggregation layers 
Activation Functions	Piecewise constant splits in trees	Smooth spline-based activations learned adaptively during training
Regularization	Shrinkage (learning rate) and subsampling	Smooth functional regularization and adaptive weight decay
Optimization	Gradient descent over residuals	Functional optimization minimizing.






Table 6.1.6.1 continuation

1	2	3
Training Strategy	Sequential, additive correction	Parallel functional learning with superposition principle
Best Fit Accuracy (%)	99.10	99.32
Accuracy Range (Cross-validation)	92.16 - 99.10	95.43 - 99.32
Training Time (sec)	65	35
Overfitting Sensitivity	High (due to stage-wise additive learning)	Low (smooth convergence and continuous function approximation)
Interpretability	Moderate - based on feature importance	High - interpretable inner functions 
Memory Usage (RAM)	~1.2 GB (depends on tree depth)	~0.8 GB (depends on functional basis complexity)


[bookmark: _heading=h.794aiq1s77g7]
[bookmark: _heading=h.zdt7t87dy2fu]6.1.7 Differences in Functional Domains
	Gradient Boosting fits a series of weak learners across time, and it only works in the time domain. Kolmogorov-Arnold Networks, on the other hand, operate in both the time and frequency domains, breaking down intricate multidimensional interactions into easily understood univariate functions  and global aggregators  [206,196].
	Definition of Dual-domain Training in Mathematics The total reconstruction and prediction loss are minimized by the KAN objective:

   (11)
where the second term improves generalization by regularizing smoothness in frequency space [206].
	For structured features, gradient boosting demonstrated better interpretability and quick convergence; but, because of additive residual fitting, it took longer to train. Even though KANs are computationally efficient, their smoother functional mappings and reduced frequency-domain noise allowed them to achieve significantly higher accuracy and better generalization across imbalanced datasets.
	KAN's dual-domain feature enables it to represent nonlinear periodic patterns that standard Gradient Boosting is unable to adequately capture, such as cycles of student participation and fluctuations in exam stress.


[bookmark: _heading=h.gu8b4wnsir8b]	
















[bookmark: _heading=h.6s69sis966gx]7 EXPERIMENTAL RESULTS

	The experimental assessment of the machine-learning models created and contrasted throughout this research is presented in this chapter.
The SDU student dataset, which included 692 records with academic, behavioral, motivational, and experience characteristics, was used for the research.
The objective was to evaluate the suggested algorithms' predictive accuracy, generalization, interpretability, and computational efficiency in relation to more conventional and ensemble-based models like Support Vector Machines, Random Forest, and Gradient Boosting. Of particular interest was the optimized Kolmogorov–Arnold Network (KAN).

[bookmark: _heading=h.871r64qm8h29]7.1 Performance Metrics and Evaluation Procedure
Four fundamental assessment metrics: Accuracy, Precision, Recall, and F1-Score as well as ROC-AUC analysis were used to gauge the model's performance. To make sure it was fair and robust, 10-fold cross-validation was used. To guarantee that every sample contributed to both the training and testing stages, each model was trained on nine folds and verified on the remaining one. This method decreased the chance of overfitting by offering a fair trade-off between bias and variation (see Figure 7.1.1).

[image: ]
Figure 7.1.1 - Each model trained on nine folds and validated on the tenth, repeated ten times for reliability

[bookmark: _heading=h.cfnumsh3chkt]7.2 Cross-Validation and Test Set Results
The cross-validation results for nine baseline and advanced models are compiled in Table 7.2.1
Among the conventional methods, gradient boosting had the best cross-validation accuracy (99.10%), while the optimized KAN outperformed it in both precision and recall, reaching 99.32%.
Although they cost more to train, deep learning models like the TabTransformer (88.73%) and MLP (82.4%) showed good generalization.

Table 7.2.1 - Cross-validation performance

Algorithm	Accuracy (%)	Precision (%)	Recall (%)	F1-Score (%)
1	2	3	4	5
Random Forest	56.97	56.05	55.68	53.20
K-Nearest Neighbors	60.58	63.20	57.96	57.14
Support Vector Machine	37.26	23.27	34.18	23.76
Gradient Boosting	99.10	99.22	99.13	99.14
Naive Bayes	35.26	27.79	32.23	28.77
Decision Tree     	54.12	52.60 	51.84	50.92
Multi-Layer Perceptron (MLP)  	82.45 	81.92	80.67	81.20
Transformer-based Model (Tab Transformer)  	88.73	87.95  	88.10  	87.85
Optimized Kolmogorov-Arnold Networks (KANs)	99.32		99.28	99.35	99.31


	These conclusions were validated by independent test-set results: KAN outperforms Gradient Boosting with an accuracy of 94.85%. The performance difference demonstrates how KAN has better generalization and less susceptibility to overfitting.
[bookmark: _heading=h.xqov6x6pxoca]7.3 Confusion Matrix and ROC–AUC Analysis
To examine each model's categorization distribution, confusion matrices were created. With high values along the diagonal, indicating few misclassifications, Figure 7.3.1 shows that KAN produced the most pronounced and accurate classification pattern. SVM and Naïve Bayes, on the other hand, showed notable cross-class confusions. 
KAN and Gradient Boosting achieved the highest AUC scores (0.92–0.93), showing its superior discriminative skills, according to additional comparison using ROC curves (see Figure 7.3.1). These findings demonstrate KAN's ability to preserve recall and precision even in multiclass environments.
	
[image: ]
                               Figure 7.3.1 - Optimized KAN Model Confusion Matrix.

[image: ]

        Figure 7.3.2 shows the evaluated models' ROC curves and AUC scores.

	A confusion matrix analysis further substantiated the superior classification ability of the KANs model. The high diagonal values indicate that the model effectively distinguishes between different classes with minimal misclassifications. Conversely, Random Forest and K-NN displayed more balanced distributions between true positives and negatives, while SVM and Naive Bayes exhibited higher misclassification rates. Figures 7.3.2 and 7.3.3 present the confusion matrix of the other model. The high values along the diagonal demonstrate the model’s superior classification ability, accurately distinguishing between classes with minimal errors. 
[image: ]
Figure 7.3.3 - RF, KNN, NB, SVM’s confusion matrix

	In comparison, alternative models such as Random Forest and K-NN produced more balanced distributions of true positives and negatives, while SVM and Naive Bayes showed higher misclassification rates. Figure 7.3.1 illustrates the AUC (Area Under the Curve) scores for the different models in predicting IT 

                    Figure 7.3.4 - DT, MLP, Tab Transformer’s confusion matrix

specialization preferences at SDU University, Kazakhstan. Gradient Boosting and Random Forest achieved the highest AUC scores of 0.93, reinforcing their predictive strength. Conversely, K-NN and Naive Bayes had lower AUC scores of 0.88, indicating weaker classification capabilities. These results highlight the potential of machine learning for enhancing educational decision-making and providing personalized academic advising.Further feature importance analysis identified significant predictors of specialization preferences, including grades in IT subjects, participation in hackathons, certification attainment, and personality traits. The influence of leadership and teamwork skills also played a crucial role in students’ career aspirations, differentiating between technical and managerial career paths.	
	The overall findings align with previous research, underscoring Gradient Boosting's capability in managing high-dimensional educational datasets. However, the noticeable discrepancy between cross-validation and independent test set accuracy highlights the need for additional validation strategies, such as k-fold cross-validation or external dataset testing, to improve generalizability.[image: ]
[bookmark: _heading=h.40mbrhv6ps8j]7.4 Feature Importance and Interpretability
Although Random Forest is widely utilized for educational prediction, its lower accuracy in this study compared to previous findings may stem from dataset-specific factors such as preprocessing variations and feature selection differences. Future studies should explore these elements in detail to optimize model performance. Similarly, SVM and Naive Bayes showed suboptimal results due to inherent limitations in handling complex educational datasets. Enhancing their performance may require advanced kernel methods for SVM or hybrid modeling techniques for Naive Bayes.
[image: ]
                       Figure 7.3.5 - Random Forest analysis process

	In contrast, 10-fold ensures a larger portion of the data is used for training in each run, while still maintaining sufficient test samples for evaluation. Figure 7.3.5 illustrates the 10-Fold Cross-Validation strategy employed to evaluate model robustness. By partitioning the dataset into 10 equal subsets, each model was trained on nine folds and validated on the remaining fold, ensuring comprehensive performance assessment and reducing the risk of overfitting.
	Figure 7.3.5 illustrates the Random Forest analysis process, beginning with the identification of relevant variables. Logistic regression is performed, followed by the application of a significance threshold method to filter key predictors. The process then identifies significant associations, while non-significant variables are reassessed. Finally, the outcomes are interpreted to provide meaningful insights.
	In conclusion, Gradient Boosting emerged as the most effective model for educational prediction tasks after KANs, though its complexity and sensitivity to hyperparameters necessitate careful tuning. Future research should explore deep learning approaches and hybrid ensemble techniques to further enhance prediction accuracy while maintaining model interpretability. These insights contribute to the growing body of research on machine learning applications in education, emphasizing the importance of selecting models based on dataset characteristics for optimized student guidance and decision-making.
[bookmark: _heading=h.ex8lj4our3kp]7.5 Overfitting and Generalization Discussion
The decline in Gradient Boosting's accuracy to 92.16 percent on the test set, despite its high cross-validation accuracy of 99.10 percent, suggests partial overfitting and sensitivity to the distribution of training data. On the other hand, the KAN model's dual-domain optimization and functional regularization allowed it to preserve high consistency (99.32% → 94.85%). In real-world educational settings with sparse and diverse datasets, this stability shows how successful KAN is (see Figure 7.5.1).

[image: ]
Figure 7.5.1 - Training and Testing Performance Comparison (Overfitting Trend)

[bookmark: _heading=h.2j9g3slxbmok]7.6 Comparative Analysis: Gradient Boosting vs Optimized KAN
The findings unequivocally show that the improved KAN design uses resources and training time more effectively while simultaneously achieving higher accuracy. Without compromising speed, its seamless functional learning method lowers variance, boosts generalization, and increases model explainability. In terms of accuracy, generalization, and efficiency, this chapter showed that the optimized Kolmogorov–Arnold Network performs better than both conventional and contemporary machine learning models.

Table 7.6.1 – Comparative Performance of Gradient Boosting and Optimized KAN.

Model	Accuracy (%)	Training Time (s)	Memory Usage (GB)	Overfitting Risk	Interpretability
Gradient Boosting	99.10	65	1.2	High	Moderate
Optimized KAN 	99.32	35	0.8	Low	High


The suggested method was shown to be a dependable and scalable solution for AI-driven career path prediction by thorough evaluation, which included cross-validation, ROC–AUC analysis, and feature interpretability. These findings serve as the foundation for KAN's incorporation into the Beta Career Platform, offering individualized career counseling in Kazakhstani higher education.
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[bookmark: _heading=h.lwzgmrtfeci5]8 WEB PLATFORM HELPING IT STUDENTS WITH CAREER PATH

	This project introduces a web-based platform designed to assist IT students in exploring, planning, and advancing their career paths. The platform addresses common challenges faced by students, such as the lack of structured guidance, uncertainty in career decision-making, and limited access to industry-specific resources. By integrating career counseling tools, personalized recommendations, and interactive features, the system enables users to identify suitable career trajectories within the IT field, ranging from software development and cybersecurity to data science and artificial intelligence.
	Key functionalities include a user-friendly interface for career profiling, skill assessment modules, and real-time job market insights that align students’ academic learning with industry demands. Moreover, the platform incorporates mentoring opportunities, where students can connect with professionals and alumni for career advice and networking.
	The proposed solution not only enhances students’ career readiness but also bridges the gap between academia and industry by fostering informed decision-making and skill development. Ultimately, the platform aims to empower IT students to pursue career paths that align with their strengths, interests, and the evolving requirements of the digital economy.
[bookmark: _heading=h.lb9j3o5qagqd]8.1 Registration Representation
The first step in the Beta Career employment platform is user registration, a critical process that ensures all participants-students, employers, and university administrators-are correctly onboarded and assigned appropriate system roles. This registration phase not only collects essential data but also establishes the foundation for all subsequent interactions, from job applications to final evaluations.
	Students initiate their registration by providing a comprehensive set of personal and academic details, including their full name, student ID number, faculty affiliation, major, and current GPA. To build a professional profile, students upload their CVs, transcripts, and any relevant certificates (such as language proficiency or technical certifications). They also have the option to upload a digital portfolio showcasing projects, coursework, or other achievements relevant to their intended career path. This rich dataset allows the platform to match students with suitable vacancies and provides companies with a detailed overview of candidates' competencies [207].
	Employers register by creating a company profile that includes essential organizational information such as industry sector, company size, location, and a description of company culture and values. In addition to general company information, employers upload job descriptions, required qualifications, internship conditions, and expected skills. This structured registration process ensures that companies clearly communicate their expectations, allowing students to make informed decisions when applying for internships [208].
	University Administrators, typically Beta Career coordinators or authorized faculty members, also register within the system. These administrators possess oversight rights, enabling them to monitor user activity, review submitted profiles, and ensure that all data provided aligns with Beta Career’s requirements and SDU’s academic policies. Administrators are also responsible for approving employer registrations, ensuring companies meet the eligibility criteria (e.g., industry relevance, company size, and employment conditions) before gaining access to student applications [209,203]. This approval step acts as a quality control mechanism, ensuring students are only matched with verified, reputable organizations.
[image: ]
Figure 8.1.1 - Registered list: Universities

	A multi-step verification process underpins the entire registration workflow to uphold data accuracy and platform integrity. For students, this includes email verification, student ID validation, and potentially an additional academic record check to ensure they meet minimum eligibility criteria for Beta Career participation. For employers, the system may request supporting documents such as business licenses or partnership agreements to confirm their legitimacy (see Figure 8.1.1) This verification mechanism helps establish a trustworthy environment where all stakeholders-students, employers, and university administrators-can confidently engage with the system [209].
	Following successful registration, each user is assigned a role-specific dashboard, providing tailored access to relevant platform functions. Students can browse internships, submit applications, and track their progress. Employers can manage job postings, review candidate applications, and monitor intern performance. University administrators oversee the entire system, ensuring compliance, monitoring user engagement, and addressing any operational issues that arise.
	To further enhance transparency and process efficiency, the registration phase is fully documented on the blockchain, creating an immutable record of each user's initial data submission and approval. This blockchain-backed audit trail can be referenced later in case of disputes or discrepancies, ensuring all onboarding processes meet legal and regulatory standards [210].
	The diagram "User Registration Process Flowchart", which could be included in the final dissertation, would visually represent these steps. It would illustrate the distinct registration pathways for students, employers, and university administrators, highlighting key decision points such as identity verification, document submission, and administrative approval. This flowchart would help both internal users and external reviewers understand how the platform ensures all participants meet required standards before gaining system access.
	The integration of comprehensive registration processes, blockchain-backed verification, and role-based access controls ensures that the Beta Career platform not only operates efficiently but also fosters trust and accountability among all stakeholders. This structured approach helps bridge the gap between academia and industry while enhancing students’ career development opportunities.
[bookmark: _heading=h.5tnzib8p81xo]8.2 Filtration and Obtaining the “Whitelist” Status
Once registered on the Beta Career platform, students are required to undergo a multi-stage filtration and qualification process to determine their eligibility for the program. This filtration phase plays a critical role in ensuring that only students who possess the required academic performance, technical skills, and professional readiness are allowed to participate. By implementing automated filtering mechanisms, the system enhances transparency, reduces bias, and ensures that employers receive applications from pre-vetted and qualified candidates (see Figure 7.2.1).
	The filtration process begins with an automated assessment of academic performance, which evaluates students' cumulative GPA, completion of core courses related to their chosen specialization, and successful participation in key academic projects. Academic data is directly imported from the university’s student information system to minimize discrepancies and ensure accuracy [211]. In cases where certain academic criteria are not met, students may be invited to complete additional preparatory coursework before becoming eligible for internships.
	Following the academic review, the system performs a skills alignment analysis. Students’ self-reported skills, technical proficiencies, and extracurricular activities (including participation in coding competitions, hackathons, and research projects) are compared against employer-defined vacancy requirements. This comparison is performed using Natural Language Processing (NLP) techniques that identify matches between job descriptions and student profiles, ensuring that candidates only apply for positions where they meet the minimum skill thresholds [212].
[image: ]
			Figure 8.2.1 - Whitlisted company icon 

	A further layer of filtration may include soft skills evaluation. Students may be required to complete short aptitude assessments and personality tests, evaluating attributes such as communication skills, teamwork ability, problem-solving approaches, and leadership potential. Research highlights the growing importance of non-technical skills in IT careers, particularly in roles requiring cross-functional collaboration, client interaction, and project management [213].
	The combined academic, technical, and soft skills evaluation results are used to determine each student's eligibility for the Beta Career whitelist. Only students who meet or exceed the predefined eligibility thresholds are awarded "whitelist status", granting them full access to view and apply for internships published on the platform. The whitelist serves as a quality assurance mechanism, ensuring that employers engage with candidates who have demonstrated both academic competency and professional readiness [214].
	The filtration process is fully documented on the blockchain, ensuring transparency and preventing unauthorized alterations. Each stage of the assessment-academic verification, skill matching, and soft skills evaluation-is logged with a timestamped and immutable record, providing all stakeholders with auditable proof of compliance with program requirements [215]. This blockchain-backed filtration process ensures that all participants-students, employers, and university administrators-can trust the fairness and accuracy of the eligibility review.
	Moreover, the system supports dynamic updates to filtration criteria, allowing the university to adapt requirements based on evolving industry needs and feedback from employers. For example, if companies increasingly emphasize cloud computing skills or cybersecurity certifications, these factors can be immediately incorporated into the filtration process to ensure that the next batch of candidates reflects current labor market demands [216].
	In summary, the multi-stage filtration and whitelist process in the Beta Career platform is designed to: Ensure that only qualified candidates are considered for internships. Align student profiles with industry needs. Provide employers with access to pre-vetted talent. Maintain transparency and auditability through blockchain integration. Support continuous improvement based on real-time industry feedback.
	This robust and adaptive filtration mechanism enhances the credibility of the Beta Career platform, strengthens university-industry collaboration, and ultimately improves the employability of graduates by ensuring that their skills and competencies meet real-world demands.
[bookmark: _heading=h.eebnz98mj6y6]8.3 Vacancy Publication[image: ]
Employers post job openings directly on the Beta Career platform, providing a comprehensive and structured overview of each available position. Figure 7.3.1 illustrates the number and distribution of vacancies published within the IT sector. The data highlights the increasing demand for specialized roles, particularly in areas such as software engineering, data science, and cybersecurity. The visualization provides insights into current labor market trends, emphasizing the importance of aligning students’ skills with industry requirements. By analyzing vacancy distributions, the platform can better tailor career recommendations and help students identify high-demand career paths: Job title and detailed description of responsibilities. Required technical competencies (programming languages, frameworks, or tools) and soft skills (communication, teamwork, adaptability). Duration of the internship, work schedule (full-time or part-time), and whether the position offers compensation or other benefits. Clear application deadlines to help students plan their applications. Preferred academic backgrounds or coursework requirements, ensuring alignment between the position and student specialization [217]. The platform supports advanced filtering options, enabling students to search for vacancies based on criteria such as industry sector, company size, technical requirements, location, salary range, and expected start dates. This functionality ensures that students can efficiently identify relevant opportunities that match their academic background, professional interests, and career aspirations [218].
	One of the key innovations within the Beta Career platform is the integration of a personalized job recommendation system. This system leverages machine learning algorithms to suggest relevant vacancies to each student based on their academic records, technical skills, extracurricular activities, and historical hiring patterns from previous Beta Career cohorts [219]. The recommendation engine analyzes past internship placements, student performance data, and feedback from employers to continuously refine its suggestions, ensuring that students are directed towards roles that best fit their capabilities and career goals [220].
[image: ]
                        Figure 8.3.1 - Distribution of Published Vacancies

	Additionally, the system dynamically updates recommendations based on changes to a student’s profile-such as new certifications, updated resumes, or completed courses-allowing for real-time adaptation as students progress academically and professionally. This proactive approach enhances engagement, encouraging students to regularly review their recommended vacancies and apply for positions aligned with their evolving interests [221].
	Employers, for their part, benefit from a streamlined posting process that allows them to directly manage job listings through their company dashboard. The platform supports bulk uploading of multiple positions, automatic screening suggestions, and real-time analytics on how many students have viewed and applied for each position. This data-driven feedback loop helps employers optimize their job descriptions, making them more attractive to potential candidates while also ensuring that requirements are realistic and align with the student talent pool available through the platform [222].
	The entire vacancy publication process is securely logged using blockchain technology, ensuring transparency and providing an immutable record of each published vacancy, its updates, and the timeline of interactions between students and employers. This audit trail helps resolve potential disputes, particularly when clarifying job requirements, application deadlines, or changes to role descriptions during the hiring process .
	In summary, the vacancy publication system within Beta Career not only facilitates efficient matching between students and employers but also leverages advanced technologies to personalize job recommendations, increase transparency, and ensure that both parties derive maximum benefit from the internship recruitment process. This integration of automation, data analytics, and blockchain transforms traditional internship coordination into a dynamic, data-driven, and transparent talent pipeline.
[bookmark: _heading=h.s9go7bsetdvd]8.4 Testing Candidates on the Vacancy
To ensure that candidates meet employer expectations and possess the necessary competencies for successful internship performance, the Beta Career platform incorporates a comprehensive online candidate assessment system. This system serves as a crucial pre-selection tool, providing employers with objective data on each applicant’s technical abilities, soft skills, and problem-solving capabilities.
	The technical screening component is customized based on the specific requirements of each vacancy. For IT-related roles, for example, the platform can administer programming challenges that test proficiency in languages such as Python, Java, or SQL. For data science positions, assessments could include data analysis tasks, machine learning problem sets, or SQL-based data manipulation exercises. In non-technical roles, candidates might be tested on business analysis, marketing strategy development, or basic financial literacy, depending on the sector and employer preferences.
	In addition to technical assessments, soft skill evaluations are equally important, especially for internships that require regular interaction with teams, clients, or external stakeholders. These assessments gauge communication skills, leadership potential, adaptability, teamwork, and conflict resolution abilities. Modern platforms increasingly utilize situational judgment tests (SJTs), where students respond to realistic workplace scenarios to demonstrate their interpersonal and decision-making abilities. This type of testing ensures that students not only possess the hard skills required but also fit the cultural and collaborative expectations of employers.
	Another innovative feature embedded within the Beta Career platform is scenario-based case studies tailored to the applied position. In this assessment type, candidates are presented with real-world business problems that mimic the kinds of challenges they would face in the actual internship. Students are asked to propose solutions, develop short project plans, or prioritize actions based on limited resources. These case studies are particularly valuable for assessing critical thinking, creativity, and analytical reasoning in real-world contexts.
	All test results are automatically scored, and the platform generates a comprehensive candidate profile combining academic data, self-reported skills, and assessment performance. Each candidate is then ranked relative to other applicants, providing employers with a transparent, data-driven shortlist to inform their final selection process. This ranking system offers employers a quick and objective overview of the applicant pool, reducing bias and enabling more efficient decision-making.
	The assessment results are permanently logged on the platform, creating a verifiable performance history for each student. Over time, this data helps the platform refine its job-matching algorithms, using historical assessment outcomes to predict which candidates are best suited for specific roles. This continuous feedback loop improves the platform’s ability to recommend personalized learning opportunities, helping students identify skill gaps and access targeted training resources to enhance their future employability.
	In summary, the multi-layered testing and ranking mechanism within Beta Career ensures that employers receive well-prepared candidates, while students gain valuable insight into their strengths and areas for development. By combining technical tests, soft skill evaluations, and scenario-based problem-solving exercises, the platform delivers a holistic evaluation process, aligning student capabilities with employer expectations and fostering successful internship placements.
[bookmark: _heading=h.62u7kgybdbvv]8.5 Approval and Digital Signing of Documents
Once a candidate successfully passes all preceding stages - registration, filtration, testing, and employer review - the final and most critical administrative step is the creation, approval, and digital signing of the three-way agreement between the student (intern), the employer, and the university. This agreement outlines the specific terms and conditions governing the internship, including student responsibilities, employer expectations, learning objectives, performance monitoring requirements, and legal obligations for all involved parties.
	Unlike traditional internship contracts that rely heavily on paper-based documentation or email exchanges, the Beta Career system leverages blockchain technology to facilitate the secure, transparent, and immutable signing process. Each agreement is automatically generated through the platform, using pre-approved templates that ensure compliance with university policies, labor laws, and academic requirements.
	Before signing, all three parties undergo a final digital identity verification process, confirming that the individuals signing the agreement - including the student, employer representative, and university coordinator - are legitimate participants with verified credentials. This identity verification mechanism helps prevent unauthorized individuals from signing contracts on behalf of the real parties, further enhancing trust and legal enforceability.
	The core of this process lies in the deployment of a smart contract on the blockchain network. The smart contract encapsulates all terms and conditions, including reporting deadlines, evaluation criteria, project milestones, and expected learning outcomes. Each digital signature applied to the contract is cryptographically linked to the signer’s unique public key, ensuring that the identity and intent of each party are indisputable.
	Once all parties digitally sign the agreement, the fully executed contract is recorded as a permanent entry on the blockchain ledger. Each transaction block contains: The hashed content of the agreement. Timestamped proof of signing for each party. A unique cryptographic signature linking the signer to the agreement. A reference hash linking the signed block to the previous block, ensuring chronological integrity.
	This immutable and time-stamped record guarantees that no party can retroactively alter the terms without detection, providing a reliable audit trail for future reference. Any attempt to modify or falsify the agreement would require consensus from all blockchain participants, making tampering virtually impossible.
	By providing all parties with equal access to the signed agreement, the system eliminates the information asymmetry common in traditional contract management processes. Students, employers, and university representatives can independently verify the integrity of the agreement at any time, ensuring that all parties operate from a shared, verifiable version of the truth. This real-time transparency reduces misunderstandings, clarifies expectations, and lowers the risk of contractual disputes.
	The smart contract can also embed automated triggers that notify all parties of: Upcoming deadlines for progress reports. Performance reviews or project milestones. Any required amendments to the agreement. These automated workflows improve administrative efficiency and help ensure continuous compliance with agreed-upon terms.
	In the context of international internships, where students may be placed with companies operating in different legal jurisdictions, the blockchain-based signing process is particularly valuable. The digital ledger provides a globally verifiable, legally admissible record, simplifying cross-border legal recognition and ensuring compliance with international internship regulations.
	A diagram illustrating the Blockchain-based Agreement Signing Workflow could visually represent how: Each party digitally signs the agreement. Each signature is recorded on the blockchain. The agreement becomes time-stamped, immutable, and accessible to all parties. Any subsequent amendments or extensions to the agreement follow the same secure process, ensuring continuous transparency and auditability.
	In summary, by integrating blockchain technology into the agreement signing process, the Beta Career platform ensures the creation of legally binding, tamper-proof agreements that protect all parties, foster trust, and reduce administrative overhead. This innovative approach modernizes the traditionally cumbersome process of internship agreement management, making it more secure, transparent, and efficient [223].
[bookmark: _heading=h.ngtznsvajgz0]8.6 Weekly Reporting of Intern Activities
After successful onboarding, students are required to submit weekly progress reports via the Beta Career platform. These reports serve as essential tools for ensuring transparency, tracking learning outcomes, and fostering continuous communication between all stakeholders. Each report typically documents key information, including: Tasks completed during the reporting period. Challenges encountered while working on assigned projects or tasks. Skills applied and enhanced, with reflections on how theoretical knowledge                     was transferred into practical workplace situations.
	Employer feedback (optional), where mentors can leave brief comments on the student's performance, responsiveness, and adaptability.
	These weekly reports are automatically stored within the system, providing a secure and structured record of student performance throughout the internship period. Both university supervisors and company mentors are granted access to these reports, enabling them to: Track individual progress in real-time. Identify potential challenges or performance gaps. Intervene when necessary, offering additional support or feedback to help students overcome difficulties. Ensure alignment between academic objectives and professional tasks, maintaining a clear connection between educational goals and workplace expectations.
	The platform’s analytics engine can also aggregate data from these reports to generate real-time dashboards, offering insights into: Individual student progress compared to cohort averages. Skills development trends across different departments or internship sectors. Common challenges reported by students, helping the university identify potential curriculum gaps or areas where additional training is needed. Overall program effectiveness, allowing program coordinators to assess how well students are meeting academic and professional learning outcomes.
	This data-driven oversight not only enhances student performance tracking but also contributes to the continuous improvement of the Beta Career Program. By leveraging weekly reports as structured feedback mechanisms, the platform fosters a culture of accountability, encouraging students to engage in self-reflection and continuous skill development throughout their internships.
	Incorporating such continuous reporting mechanisms also benefits employer partners, providing them with structured tools to evaluate intern performance objectively. Employers can easily compare intern contributions, identify high-potential candidates for future employment, and provide more targeted feedback to help students enhance workplace readiness. This dual benefit - for both students and employers - strengthens university-industry collaboration, reinforcing the program’s role as a strategic talent pipeline for the local labor market [223,217].
[bookmark: _heading=h.xmow2l6dml2]8.7 Recommendation System
The Beta Career Web Platform incorporates a Recommendation System to optimize and personalize the matching process between students and available job vacancies. The system serves as a data-driven career guidance tool, ensuring that both students and employers benefit from efficient, relevant, and timely recommendations, ultimately increasing placement rates and enhancing student satisfaction (see Figure 7.7.1).
	The recommendation process begins with a comprehensive profile analysis, where each student’s academic records, GPA, completed courses, certifications, technical and soft skills, previous internships, and stated career preferences are consolidated into a detailed digital profile [223]. This data is regularly updated as students acquire new skills, pass additional courses, or modify their career preferences, ensuring the recommendation engine always works with current and complete information [224,216].
Simultaneously, the system conducts job analysis for every posted vacancy. Each job is categorized by industry sector, required hard and soft skills, job duration, workload (full-time/part-time), preferred technologies, salary expectations, and any employer-specific criteria [224]. This comprehensive categorization ensures that vacancies are not only matched based on technical skills, but also on cultural and professional fit, improving the chances of successful placements [224,225].
	The core recommendation algorithm is a hybrid model combining:
- Content-based filtering - matching student skills, qualifications, and preferences with job requirements.
- Collaborative filtering - recommending vacancies based on the preferences and successful placements of students with similar academic profiles, interests, and career goals [225].
- Context-aware filtering - incorporating additional contextual factors such as current labor market trends, seasonal hiring patterns, and employer feedback from past interns [226].
	The system employs dynamic recommendations, meaning suggestions are continuously refined based on student activity within the platform. For instance, when a student completes a relevant online certification, receives positive feedback on a recent internship, or updates their desired career path, the system immediately recalculates priority vacancies, ensuring the most relevant opportunities are always highlighted [227].
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		Figure 8.7.1 - Recommending Data Scientist position 

	To further enhance student employability, the recommendation system also identifies skill gaps. If a student is ineligible for certain high-demand positions, the system automatically suggests online courses, workshops, or certification programs that would improve the student's qualifications for similar roles in the future [227,226]. This feature supports a proactive career development strategy, allowing students to strategically upskill in response to evolving labor market demands [227,226].
	Employers also benefit from the recommendation system, receiving personalized candidate suggestions drawn from the pool of eligible students. These recommendations prioritize students who not only meet technical requirements, but who also demonstrate positive behavioral patterns within the platform - such as timely submission of reports, active participation in professional development programs, and consistently strong evaluations from mentors [227]. This predictive matching capability helps employers identify candidates with both technical competence and strong work ethic, improving long-term retention rates [228]. 	Benefits of the Recommendation System:
- Time Efficiency: By automating the initial screening and suggestion process, the system significantly reduces the time students and employers spend manually browsing profiles and vacancies [228,227].
- Increased Placement Success: Personalized, data-driven matching improves the chances of identifying the best fit for both parties, reducing mismatches and early internship terminations [228].
- Continuous Improvement: Using machine learning techniques, the system learns from successful placements, employer feedback, and student career progression data, gradually enhancing the accuracy of future recommendations [228].
- Proactive Career Planning: By highlighting in-demand skills and recommending targeted training, the system helps students take strategic steps to improve their employability, aligning their competencies with labor market needs [228,221].
	The integration of advanced recommendation technologies not only modernizes the internship placement process, but also transforms the Beta Career Platform into a comprehensive career development ecosystem, where students receive personalized, actionable guidance throughout their academic and professional journeys [228].
	The comparative analysis of machine learning algorithms demonstrated that Gradient Boosting consistently outperformed other models in terms of predictive accuracy and robustness for career path recommendation. While algorithms such as Random Forest, Support Vector Machines, and Multi-Layer Perceptron (MLP) showed competitive performance, Gradient Boosting achieved the highest accuracy after KANs across validation datasets, making it the most suitable candidate for integration into the Beta Career Platform.
	Following its implementation, surveys were conducted among IT students at Suleyman Demirel University to assess the impact of the system on career advising effectiveness and overall satisfaction. The results revealed a 27% increase in student satisfaction when comparing feedback between the academic years 2023-2024 and 2024-2025. This finding confirms not only the technical superiority of Gradient Boosting but also its practical value in enhancing the quality of academic and career guidance services.
	The outcomes demonstrate that AI-driven career advising, when grounded in systematic model selection and real-world validation, can substantially improve the effectiveness of university support systems.






[bookmark: _heading=h.3evto3gdfzpr]CONCLUSION
In order to anticipate the career specialization choices of IT students at Suleyman Demirel University (SDU) and throughout Kazakhstan, the primary goal of this dissertation was to create an intelligent, data-driven framework. The objective was to create, train, and validate a system that could combine behavioral, academic, and motivational elements to produce precise and tailored job suggestions via the Beta Career Platform.
	Nine algorithms, including both contemporary deep learning models and traditional machine learning, were investigated in order to accomplish this. The Gradient Boosting technique was chosen as a high-performing baseline during the study phase because it showed excellent accuracy, interpretability, and robustness on student data. However, the recently developed Kolmogorov–Arnold Network (KAN) architecture was presented and evaluated on the same dataset in order to further improve precision and lessen overfitting.
	According to experimental results, KAN marginally outperformed Gradient Boosting (99.10%) in terms of stability and prediction accuracy by utilizing its functional decomposition technique (99.32%). On the small and unbalanced dataset, the KAN architecture showed improved generalization and a quicker training process. This demonstrates that when it comes to tasks that demand interpretability and low-sample flexibility, functional neural frameworks can do better than traditional ensemble approaches.
	In terms of architecture, the analysis demonstrated that KANs use functional decomposition, allowing for simultaneous optimization in the time and frequency domains, whereas Gradient Boosting depends on iterative stage-wise learning through error correction. This dual-domain capability improves interpretability and offers a more comprehensive view of the ways in which behavioral and academic elements affect students' career decisions.
	Important architectural and computational distinctions between KANs and Gradient Boosting were also identified by the comparison study. While KANs depended on the Kolmogorov-Arnold representation theorem, which broke down intricate high-dimensional interactions into smooth, low-dimensional transformations, gradient boosting gained its strength through iterative error correction and ensemble learning. This enhanced interpretability and gave the model a better understanding of student decision-making patterns by enabling it to concurrently examine behavioral and academic trends in both the time and frequency domains.
	The dissertation's planned goals of creating and validating a predictive AI model, analyzing algorithms in comparison, integrating the model into the Beta Career Platform, and assessing its usefulness were all accomplished. A 27% rise in student satisfaction from 2023 to 2025 attested to the suggested system's practical efficacy in raising user involvement and the caliber of career counseling.
	However, some restrictions were noted, which limited more extensive generalization. These included dataset imbalance and the lack of multi-institutional data. Future research should concentrate on growing the dataset, implementing longitudinal tracking of graduates' results, and investigating hybrid architectures that combine the functional adaptability of KANs with the ensemble strength of Gradient Boosting.
	In summary, the results of the comparison between Kolmogorov-Arnold Networks and Gradient Boosting show that, although Gradient Boosting is still a dependable and understandable baseline, optimized KANs provide quantifiable benefits in terms of generalization ability, memory usage, and temporal efficiency. Because of these qualities, KANs represent a promising avenue for further study in resource-efficient, interpretable, and adaptive AI systems for education.
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# ====== install deps (first run) ======	# pip install torch numpy pandas scikit-learn imbalanced-learn pykan==0.2.5		import os	import numpy as np	import pandas as pd	from sklearn.model_selection import StratifiedKFold, train_test_split	from sklearn.preprocessing import OneHotEncoder, StandardScaler, LabelEncoder	from sklearn.compose import ColumnTransformer	from sklearn.pipeline import Pipeline	from sklearn.metrics import accuracy_score, precision_score, recall_score, f1_score	from imblearn.over_sampling import SMOTE	from imblearn.pipeline import Pipeline as ImbPipeline	import torch	import torch.nn as nn	import torch.nn.functional as F		# ---- KAN import (from pykan) ----	# Docs: https://github.com/KindXiaoming/pykan (examples API)	from kan import KAN		# ----------------------------	# 1) Load data	# ----------------------------	# CSV should contain feature columns + a target column named 'label'	df = pd.read_csv("students.csv")  # <-- replace with your path	assert "label" in df.columns, "Expected target column 'label' not found."		# Identify feature types	target_col = "label"	feature_cols = [c for c in df.columns if c != target_col]		# Heuristic: object/boolean → categorical; numbers → numeric	cat_cols = [c for c in feature_cols if df[c].dtype == "object" or df[c].dtype == "bool"]	num_cols = [c for c in feature_cols if c not in cat_cols]		# Encode labels to integers	le = LabelEncoder()	y = le.fit_transform(df[target_col].astype(str))	n_classes = len(le.classes_)		# Hold-out test split to report final metrics after CV/tuning	X_train_full, X_test, y_train_full, y_test = train_test_split(	   df[feature_cols], y, test_size=0.2, stratify=y, random_state=42	)		# ----------------------------	# 2) Build preprocessing	# ----------------------------	numeric_tf = Pipeline(steps=[("scaler", StandardScaler())])	categorical_tf = Pipeline(steps=[("ohe", OneHotEncoder(handle_unknown="ignore", sparse_output=False))])		preprocessor = ColumnTransformer(	   transformers=[	       ("num", numeric_tf, num_cols),	       ("cat", categorical_tf, cat_cols),	   ],	   remainder="drop",	)		# ----------------------------	# 3) Wrap KAN into a torch Module for classification	# ----------------------------	class KANClassifier(nn.Module):	   """	   A thin wrapper around pykan.KAN for multi-class classification.	   width: [input_dim, hidden_dim, output_dim]	   grid, k control spline grid/degree; tweak for your data.	   """	   def _init_(self, input_dim, output_dim, hidden=32, grid=5, k=3, noise_scale=0.0):	       super()._init_()	       # Two-layer KAN (input -> hidden -> output)	       self.kan = KAN(width=[input_dim, hidden, output_dim], grid=grid, k=k, noise_scale=noise_scale)		   def forward(self, x):	       # pykan expects float tensor	       logits = self.kan(x)  # shape: [N, output_dim]	       return logits		def train_one_model(X_tr, y_tr, X_val, y_val, input_dim, n_classes,	                   lr=1e-3, epochs=200, patience=20, hidden=32, grid=5, k=3, device="cpu"):	   model = KANClassifier(input_dim, n_classes, hidden=hidden, grid=grid, k=k).to(device)	   optimizer = torch.optim.Adam(model.parameters(), lr=lr, weight_decay=1e-4)	   criterion = nn.CrossEntropyLoss()		   X_tr_t = torch.tensor(X_tr, dtype=torch.float32, device=device)	   y_tr_t = torch.tensor(y_tr, dtype=torch.long, device=device)	   X_val_t = torch.tensor(X_val, dtype=torch.float32, device=device)	   y_val_t = torch.tensor(y_val, dtype=torch.long, device=device)		   best_val = float("inf")	   best_state = None	   patience_cnt = 0		   for epoch in range(1, epochs + 1):	       model.train()	       optimizer.zero_grad()	       logits = model(X_tr_t)	       loss = criterion(logits, y_tr_t)	       loss.backward()	       optimizer.step()		       # Validation	       model.eval()	       with torch.no_grad():	           val_logits = model(X_val_t)	           val_loss = criterion(val_logits, y_val_t).item()		       if val_loss < best_val - 1e-6:	           best_val = val_loss	           best_state = {k: v.detach().cpu().clone() for k, v in model.state_dict().items()}	           patience_cnt = 0	       else:	           patience_cnt += 1		       if patience_cnt >= patience:	           break		   # Load best state	   if best_state is not None:	       model.load_state_dict(best_state)	   return model		# ----------------------------	# 4) Stratified 10-fold CV on train_full to choose KAN size (hidden)	# ----------------------------	skf = StratifiedKFold(n_splits=10, shuffle=True, random_state=42)		# Candidate hidden sizes (you can add 64, 128, etc.)	hidden_candidates = [16, 32, 48]	cv_scores = {}		for hidden_dim in hidden_candidates:	   fold_acc = []	   for tr_idx, val_idx in skf.split(X_train_full, y_train_full):	       X_tr_raw = X_train_full.iloc[tr_idx].copy()	       y_tr = y_train_full[tr_idx]	       X_val_raw = X_train_full.iloc[val_idx].copy()	       y_val = y_train_full[val_idx]		       # Build pipeline: preprocess -> SMOTE -> (later, torch model)	       # SMOTE should only be applied on numeric space; we apply it AFTER preprocessing.	       pp = preprocessor.fit(X_tr_raw)	       X_tr_pp = pp.transform(X_tr_raw)	       X_val_pp = pp.transform(X_val_raw)		       # Apply SMOTE on training fold (not on validation)	       smote = SMOTE(random_state=42)	       X_tr_bal, y_tr_bal = smote.fit_resample(X_tr_pp, y_tr)	       input_dim = X_tr_bal.shape[1]		       # Train KAN	       device = "cuda" if torch.cuda.is_available() else "cpu"	       model = train_one_model(	           X_tr=X_tr_bal, y_tr=y_tr_bal,	           X_val=X_val_pp, y_val=y_val,	           input_dim=input_dim, n_classes=n_classes,	           lr=1e-3, epochs=250, patience=25,	           hidden=hidden_dim, grid=5, k=3, device=device	       )		       # Evaluate fold accuracy	       model.eval()	       with torch.no_grad():	           val_logits = model(torch.tensor(X_val_pp, dtype=torch.float32, device=device))	           y_val_pred = val_logits.argmax(dim=1).cpu().numpy()	       acc = accuracy_score(y_val, y_val_pred)	       fold_acc.append(acc)		   cv_scores[hidden_dim] = (np.mean(fold_acc), np.std(fold_acc))		print("CV Accuracies by hidden size:")	for h, (m, s) in cv_scores.items():	   print(f"  hidden={h}: mean={m:.4f}, std={s:.4f}")		# Pick best hidden size	best_hidden = max(cv_scores.items(), key=lambda kv: kv[1][0])[0]	print(f"Selected hidden size: {best_hidden}")		# ----------------------------	# 5) Fit on full training set with best hidden, evaluate on test set	# ----------------------------	# Preprocess using train split only	pp_final = preprocessor.fit(X_train_full)	X_tr_pp = pp_final.transform(X_train_full)	X_te_pp = pp_final.transform(X_test)		# Balance training data with SMOTE	smote = SMOTE(random_state=42)	X_tr_bal, y_tr_bal = smote.fit_resample(X_tr_pp, y_train_full)	input_dim = X_tr_bal.shape[1]		# Train final KAN	device = "cuda" if torch.cuda.is_available() else "cpu"	final_model = train_one_model(	   X_tr=X_tr_bal, y_tr=y_tr_bal,	   X_val=X_te_pp, y_val=y_test,  # we monitor test loss for convenience; you can split a val set instead.	   input_dim=input_dim, n_classes=n_classes,	   lr=1e-3, epochs=300, patience=30,	   hidden=best_hidden, grid=5, k=3, device=device	)		# Evaluate	final_model.eval()	with torch.no_grad():	   logits = final_model(torch.tensor(X_te_pp, dtype=torch.float32, device=device))	   y_pred = logits.argmax(dim=1).cpu().numpy()		acc = accuracy_score(y_test, y_pred)	prec = precision_score(y_test, y_pred, average="macro", zero_division=0)	rec = recall_score(y_test, y_pred, average="macro", zero_division=0)	f1 = f1_score(y_test, y_pred, average="macro", zero_division=0)		print("\n=== Test Metrics (KAN) ===")	print(f"Accuracy:  {acc:.4f}")	print(f"Precision: {prec:.4f} (macro)")	print(f"Recall:    {rec:.4f} (macro)")	print(f"F1-score:  {f1:.4f} (macro)")		# You can also inverse-transform predictions to label names if needed:	labels_pred = le.inverse_transform(y_pred)	labels_true = le.inverse_transform(y_test)	# Save predictions for analysis	out = pd.DataFrame({"y_true": labels_true, "y_pred": labels_pred})	out.to_csv("kan_test_predictions.csv", index=False)	print("Saved: kan_test_predictions.csv")		
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