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Abstract

The Supervisorship service has been developed with the feature to match students to supervisors based on psychological perceptions through multidimensional analysis of matching algorithms and the feature to track students’ progress.
This study explores the utilization of four distinct algorithms for the purpose of student-supervisor matching. A comprehensive evaluation of these algorithms is conducted, encompassing a variety of metrics including preference satisfaction, workload balance, time and space complexities, minimum and maximum workload, and compatibility scores which this work introduced.
Algorithms such as collaborative filtering, K-Means, One-to-Many Gale-Shapley, and genetic algorithms were used. Among the used algorithms, it was decided to denote one-to-many Gale Shapley as the most optimal one, because according to experimental results, it achieved 0.74 preference satisfaction, the best balance of workload at 0.5, the lowest maximum workload of 6, the highest compatibility score of 0.46, and the lowest time complexity.
Matching was done based on a dataset of perceptions of students and supervisors regarding their workflow. The matching algorithm was integrated into the service.
Based on data from dataset 4, where students were paired with supervisors manually, yielding an average preference satisfaction score of 0.48. In comparison, in experiment 4, where the one-to-many Gale-Shapley algorithm was employed for matching, the average preference satisfaction score significantly increased to 0.74. This signifies a 35% improvement in satisfaction rates.

















Абстракт

Супервайзерлiк қызмет студенттердi жетекшiлерге психологиялық түсiнiктерге негiзделген алгоритмдердiң көмегiмен сәйкес келтiру мүмкiндiгi бар сервиске айналды. Сервис студенттердiң үлгерiмiн бақылау функционалымен қосылды.
Бұл зерттеу тәжiрибелердi жеке алгоритмдердi қолдану жолымен студенттердi жетекшiлерге сәйкес келтiру мақсатында негiзгiп талдау етедi. Осы алгоритмдердi қолдану жайлы жүйелiк бағалау қамтылып, олардың арасында таңдаушының құрылымын, жүктеме балансын, уақыт және орын кеңiстiгiн, мүмкiндiк жоғары және төмен жүктемесiн, сондай-ақ үйлесiмдiк көрсеткiштердi қамтылады.
Коллаборативтiк фильтрлеу, K-орташасы, Бiрден көпке Гейла-Шепли, және генетикалық алгоритмдер сияқты алгоритмдердi қолданылды. Қолданылатын алгоритмдердiң iшiнде Гейла-Шеплидiң бiрден көпке алгоритмiн ең оптимальды деп таңдау қарар берiлдi, себебi эксперименттiк нәтижелерге сәйкес ол 0,74 деңгейдегi құрылыммен жүктеменiң ең жақсысын, 0,5 деңгейдегi ең жақсы жүктеме балансын, 6 деңгейдегi ең төменгi максималды жүктеменi, 0,46 деңгейдегi ең жоғарғы үйлесiмдiк көрсеткiшiн, және ең төменгi уақыт қиыншылықты. Сапарымен, оқушылар мен супервизорлардың орындауы туралы мәлiметтер жиынтығы бойынша салыстыру  үшiн жасалды. Салыстыру алгоритмi қызметке бiрiктiрiлдi.
Студенттер жетекшілермен қолмен жұптастырылған 4-деректер жинағының деректеріне негізделіп, 0,48 орташа артықшылықты қанағаттандыру ұпайын берді. Салыстыру үшін 4-тәжірибеде Гейл-Шапли алгоритмі сәйкестендіру үшін қолданылған кезде, артықшылықты қанағаттандырудың орташа баллы 0,74-ке дейін айтарлықтай өсті. Бұл қанағаттану деңгейінің 35% жақсарғанын білдіреді.












Абстракт

Сервис супервайзерства был разработан с возможностью подбора студентов к научным руководителям на основе психологических восприятий, основанных на многомерном анализе алгоритмов сопоставлений, а также с функцией отслеживания прогресса студентов.
В данном исследовании исследуется использование четырех различных алгоритмов, которые сопоставляют студентов и руководителей. Проводится комплексная оценка этих алгоритмов, охватывающая различные метрики, включая удовлетворение предпочтениям, баланс нагрузки, временную и пространственную сложность, минимальную и максимальную нагрузку, а также показатель совместимости.
Были использованы алгоритмы, такие как коллаборативная фильтрация, K- средних, один-ко-многим Гейла-Шепли и генетический алгоритм. Среди используемых алгоритмов было решено выделить алгоритм один-ко-многим Гейла-Шепли как наиболее оптимальный, потому что, согласно результатам экспериментов, оно обеспечило удовлетворение предпочтениям на уровне 0,74, наилучший баланс нагрузки на уровне 0,5, минимальную максимальную нагрузку на уровне 6, наивысший показатель совместимости на уровне 0,46 и наименьшую временную сложность.
Сопоставление было выполнено на основе набора данных о восприятиях студентов и руководителей относительно их рабочего процесса. Алгоритм сопоставления был интегрирован в сервис.
На основе данных из набора данных 4, где студенты были объединены в пары с руководителями вручную, что дало средний балл удовлетворенности предпочтениями 0.48. Для сравнения, в эксперименте 4, где для сопоставления использовался алгоритм Гейла-Шепли «один ко многим», средний балл удовлетворенности предпочтений значительно увеличился до 0.74. Это означает улучшение уровня удовлетворенности на 35%.











[bookmark: _8s3k2tac3ial]1.Introduction
Currently, a lot of universities manually match students to supervisors and do not have technological infrastructure to automate this process and improve their workflow by allowing supervisors to track progresses of their students automatically.   In this work, there was built a supervisorship system that includes a feature to track students’ progress effectively with the function of automatic matching based on student- supervisor perceptions of their workflows. Matching algorithm was selected based on multidimensional analysis of a set of matching algorithms which can be used to match students to supervisors such as collaborative filtering, K-Means, genetic algorithm, Gale- Shapley.
[bookmark: _rcgcifd64v4k]1.1 Problem statement
Address the issue of lack of consideration of various metrics in implementation of matching students to supervisors and the lack of supervisorship systems that include matching and tracking features.
[bookmark: _k4eqebhghlol]1.2 Relevance
Currently, Kazakhstan does  not  have  services  that  can  facilitate  tracking  progress of implementation  of  students’  thesis  with  feature  to  match  them  properly  based on psychological perceptions of student-supervisor relationship. Increase of number of students and modern conditions require optimization and automatization of the above-mentioned processes to facilitate efficient student-supervisor workflows to enhance research output of universities. There exists systems to match students to supervisors, but no multidimensional comparative study between them has been done and none of the work considered psychological perceptions during the process. Also, no supervisorship service exists that integrate efficient tracking with feature to match students to supervisors
[bookmark: _qe9qve7f0ofb]1.3 Aim and objectives
Aim:
· Create supervisorship system that has a feature to track students’ progress and effectively matches students to supervisors based on to be conducted multidimensional comparison of matching algorithms.

Objectives:
1. Collect data from students and supervisors regarding their psychological perceptions
2. Define metrics for comparing matching algorithms
3. Match students to supervisors by the use of different matching algorithms
4. Implement web-based system that incorporates matching and tracking features
5. Compare matched results according to defined metrics such as balance of workload, preference satisfaction, etc.
[bookmark: _l9oudfc9r0ri]1.4 Research questions
1. Which algorithms to use to match students to supervisors considering metrics of success?
2. Which algorithm demonstrates highest preference satisfaction score for matching students to supervisors?
3. What supervisorship service should entail?
4. What algorithm has the best balance of workload for matching students to supervisors?
5. How recommendation system algorithms can be used in matching of students to supervisors?
6. How to apply K-Means efficiently in the matching of students to supervisors?
[bookmark: _wndqevcd2ruv]1.5 Scientific novelty
The novelty of the dissertation is outlined according to the following results:
1. There was constructed a supervisorship system that can efficiently track the progress of students with an automated method to match students to supervisors by taking into account the psychological perceptions of students and supervisors regarding their workflow.
2. New metrics were introduced to compare algorithms of matching students to supervisors such as
a. Workload Balance. It is calculated as the ratio of the minimum workload to the maximum workload among supervisors which is useful to prevent overload and underload among supervisors.
b. Preference Satisfaction The preference satisfaction for each matched student-supervisor pair is calculated as the absolute difference between the student's preference and supervisor’s preference, where preference is summation of 8 criteria. It is useful to consider this metric to leave students and supervisors satisfied with their match.
c. Maximum workload - maximum number of students allotted to one supervisor, which is useful to see the most overloaded supervisor for managing workload.
d. Minimum workload - minimum number of students allotted to one supervisor, which is useful to see the most underloaded supervisor for managing workload
e. Compatibility score is a count of pairs where students prefer other supervisors, normalizing it against total pairs to quantify compatibility. It is useful to see how many success pairs are there.
3. Multidimensional analysis between several algorithms such as Gale-Shapley, genetic algorithm, collaborative filtering, and K-Means was conducted
4. There was found matching algorithm to match students to supevisors that has the most optimum values in terms of introduced metrics.

[bookmark: _hezm6hp5tfsq]1.6 Publications
4 journal articles:
1. A. Serek and M.Zhaparov, “Optimizing preference satisfaction with genetic algorithm in matching students to supervisors”, Applied Mathematics and Information Sciences (AMIS), Volume 18, No. 01, PP:133-138 (Percentile: 52),  ISSN 1935-0090 (print), ISSN 2325-0399 (online). (2024).
2. A. Serek and M.Zhaparov, “Algorithm Comparison for Student-Supervisor Matching in Supervisorship System Development: K-Means vs. One-to-Many Gale-Shapley”, Information Sciences Letters (ISL), Vol. 12, No. 12 (2023), PP:2417-2425, ISSN 2090-9551 (Print), ISSN 2090-956X (Online). (Percentile: 38). (2023).
3. A.Talasbek, A.Serek, M.Zhaparov, S.Yoo, Y.Kim and G.Jeong, “Personality classification experiment by applying k-means clustering”, International Journal of Emerging Technologies in Learning (iJET), Vol. 15 No.16, PP 162-177, ISSN:1868-8799, E-ISSN:1863-0383 (Scopus: Q2, Percentile: 66). (2020).
4. A.Serek, A.Talasbek, M.Zhaparov, S.Yoo, Y. K. Kim and M.W.Jin, “Best Practices in Running IT Hackathons Based on Paragon University Dataset”, International Journal of Emerging Technologies in Learning (iJET), Vol.15 No.19, PP 231-238, ISSN:1868-8799, E-ISSN:1863-0383 (Scopus: Q2, Percentile: 66). (2020).
9 IEEE conference proceedings indexed by Scopus:
1. A. Serek, K. Orynbekova, A. Talasbek, D. Kariboz, G. Saimassay and A. Bogdanchikov, "Recommendation System for Human Resource Management by the Use of Apache Spark Cluster," 2023 17th International Conference on Electronics Computer and Computation (ICECCO), Kaskelen, Kazakhstan, 2023, pp. 1-4, doi: 10.1109/ICECCO58239.2023.10147129.
2. A. Serek, G. Saimassay, M. Zhaparov, C. Nguyen Giang, V. Truong Hoang and Z. Zhalgassova, "Analysis of Self-esteem on Students' Performance in Online Programming Competition," 2023 17th International Conference on Electronics Computer and Computation (ICECCO), Kaskelen, Kazakhstan, 2023, pp. 1-4, doi: 10.1109/ICECCO58239.2023.10147137.
3. A. Serek, A. Akhmetov, N. Ismagulov, B. Rysbek, B. Rysbek and S. Alim, "Application of k-means in the perception of supervisors from students’ side," 2021 16th International Conference on Electronics Computer and Computation (ICECCO), 2021, pp. 1-3, doi: 10.1109/ICECCO53203.2021.9663859.
4. A. Serek, A. Issabek, A. Akhmetov and A. Sattarbek, "Part-of-speech tagging of Kazakh text via LSTM network with a bidirectional modifier," 2021 16th International Conference on Electronics Computer and Computation (ICECCO), 2021, pp. 1-4, doi: 10.1109/ICECCO53203.2021.9663794.
5. A. Serek, A. Bazarkulova, A. Chazhabayev and A. Akhmetov, "Analysis of supervisors and students in the context of diploma defense," 2021 16th International Conference on Electronics Computer and Computation (ICECCO), 2021, pp. 1-4, doi: 10.1109/ICECCO53203.2021.9663776.
6. A. Talasbek, A. Serek, M. Zhaparov, S. -M. Yoo, Y. -K. Kim and G. -H. Jeong, "Personality Classification by Applying k-Means Clustering," 2020 International Conference on Artificial Intelligence in Information and Communication (ICAIIC), 2020, pp. 421-426, doi: 10.1109/ICAIIC48513.2020.9065244.
7. A. Serek, M. Zhaparov and S. -M. Yoo, "Analysis of Data to Improve System of an Educational Organization," 2018 14th International Conference on Electronics Computer and Computation (ICECCO), Kaskelen, Kazakhstan, 2018, pp. 206-212, doi: 10.1109/ICECCO.2018.8634709.
8. A. Serek, A. Issabek and A. Bogdanchikov, "Distributed sentiment analysis of an agglutinative language via Spark by applying machine learning methods," 2019 15th International Conference on Electronics, Computer and Computation (ICECCO), Abuja, Nigeria, 2019, pp. 1-4, doi: 10.1109/ICECCO48375.2019.9043264.
9. Y. Amirgaliyev, S. Shamiluulu and A. Serek, "Analysis of Chronic Kidney Disease Dataset by Applying Machine Learning Methods," 2018 IEEE 12th International Conference on Application of Information and Communication Technologies (AICT), Almaty, Kazakhstan, 2018, pp. 1-4, doi: 10.1109/ICAICT.2018.8747140.
[bookmark: _3asm2iakjohc]1.7 Expected results
1. It is expected to collect essential data regarding the student-supervisor perceptions of their workflows.
2. New metrics that are suitable to compare matching of students to supervisors are expected to be defined.
3. It is expected to apply proper algorithms to match students to supervisors.
4. Sophisticated and useful web service with feature to track progress of students and feature to match students to supervisors is expected to be implemented.
5. All used algorithms for matching students to supervisors are expected to be compared according to various criteria.
[bookmark: _ao9x8gk4t3rs]1.8 Thesis outline
The thesis is structured in the following way.
Chapter 1 covers introduction part where there are outlined general characteristics of research, research problem, relevance of the research, aim, objectives, scientific novelty, publications and expected results.
Chapter 2 covers a literature review that gives a thorough analysis of the pertinent
literature and defines the knowledge gap that this work addresses. Specifically, there is described in details various research papers related to matching students to supervisors. Also, association analysis and time series prediction related literature is described. It ends by comparison with other research work where there is an outlined difference of the current work with the related work. Based on literature review, there is described knowledge gap that this work addresses.
Chapter 3 provides a detailed overview and analysis of applicable algorithms to match students to supervisors. It covers a variety of matching algorithms, including content- based filtering, collaborative filtering, user-item matching and stable matching.  Also, in details there are described k-means algorithms and its various improvements.
Chapter 4 explains the experiments conducted where for each experiment there is described what dataset has been used and explanation of experiment with corresponding experimental results. It outlines all taken approaches to match students to supervisors and offers a thorough analysis and discussion of the outcomes by comparing them in terms of the defined metrics.
Chapter 5 shows the implemented supervisorship web service. The system’s characteristics and functions are presented together with a thorough examination of its possible advantages, drawbacks, and implementation considerations.
The thesis’s key conclusions are outlined in the last chapter, which also evaluates whether the thesis’s goals and objectives were met.


[bookmark: _8mpos36qkp6f]2. Literature review
[bookmark: _hc3mi2pvjev8]2.1 Matching students to supervisors
Scientific supervisors are considered to be staff of universities which are assigned to manage the workflow of their students in the implementation of thesis or dissertation. It is widely known that the relationship between a supervisor and a student is very important for a graduation program to be successful. If the relationship between them is established in a bad way, then it usually results in complete failure of the graduation [1]. Right communication between supervisors and students plays a vital role in the successful implementation of graduation work [2].
The relationship of scientific supervisors with students is important for several reasons:
· Mentorship and guidance: Scientific supervisors serve as mentors to their students, providing guidance and support throughout the research process. They help students develop research skills, provide feedback on their work, and offer advice on career development.
· Professional networking: Scientific supervisors often have established networks within their field of study, which can be beneficial to students seeking opportunities to collaborate with other researchers or find employment after graduation.
· Research opportunities: Scientific supervisors may have ongoing research projects or collaborations that students can participate in, providing valuable research experience and exposure to the latest developments in their field.
· Personal growth and development: Scientific supervisors can help students develop important personal skills, such as critical thinking, problem-solving, and communication. They can also provide emotional support and encouragement throughout the research process.
· Success in academia: The relationship between scientific supervisors and students is an important factor in determining the success of the student in academia. Strong mentorship and guidance can lead to the successful completion of research projects, publications, and presentations, which are important milestones in an academic career.
Overall, the relationship between scientific supervisors and students is critical for the success of both parties. It provides opportunities for personal and professional growth, networking, and academic success, while also fostering a sense of community and collaboration within the field of study. When a supervisor shares knowledge with a student, then a student gets motivated to persevere in the implementation of their graduation work.
This study [3] investigated the effect of the student-supervisor relationship on final grades, student satisfaction, and perceived supervisor’s contribution to the learning of the student.  Based on the experimental studies, it was shown that supervisors should be highly affiliated, and the level of control should be carefully balanced.
This study [4] discovered that the presence of abusive supervision has a detrimental impact on psychological capital. Moreover, it was identified that the constructive influence of team member support on the connection between abusive supervision and psychological capital is mediated by the quality of the relationship between supervisors and students. In essence, the positive moderating effect of team member support on the association between abusive supervision and psychological capital is channeled through the intermediary variable of supervisor-student exchange.
One of the most important steps in the process of giving graduate students research projects is matching them with supervisors. The success of research projects can be increased, and a nice experience for both parties can be ensured by carefully matching students with supervisors. Creating effective tools and algorithms for matching students with supervisors has garnered more attention in recent years.
Ismail et al. investigated the problem of matching final-year students with supervisors. Given that the students of their university were not aware of what kind of faculty lecturers they had and what their interests were, they might have been restricting their selection pool by considering only those lecturers they knew. The authors built a recommendation system that matches final year project students with potential supervisors based on students’ and supervisors’ interests. To implement the system, firstly, the data was collected from students outlining their rate of interest in the project titles of the supervisors’ previous projects. Overall, 51 data records were collected. Then the data was passed to the recommendation engine, which by the use of the Euclidean distance function calculated similarities and outputted potential supervisors to students [5].
Kawagoe T and Matsubae investigated the issue of student-supervisor matching. Given that each supervisor had a minimal quota in a Japanese university, and students select supervisors themselves, it could introduce some problems regarding conflicts of interest between students. To resolve this issue, the authors used a mechanism on the basis of deferred acceptance (DA) and constructed a student-supervisor matching engine. To accomplish the matching, firstly students were involved in interviews with supervisors to construct their order of preferences.  After this process, supervisors received the list of students who ranked supervisors, then supervisors ranked students themselves to construct a priority order [6].
Jing Ren et al. conducted a review of the basic models of the matching theory and algorithms in explicit matching. Different kinds of issues throughout the process of implicit matching were analyzed and reviewed by the authors.  Various applications of matching algorithms were thoroughly described. Open issues and future directions were outlined at the end of the research. Matching algorithms are considered to be valuable in various fields considering the increase in popularity of science and emerging technologies. The authors paid attention to situations where constructing the order of preferences for each data point where big data is concerned might be too time-consuming which leads to the lack of resources to conduct the experiment. To overcome this issue, they researched various algorithms to predict the order of preferences. They also described a very important concept of matching algorithms which is stability. The results of matching algorithm are stable if no one from any pair wants to leave the matching and form a new pair [7].
[bookmark: _oo9m02zahuan]2.2 Association analysis
Association analysis is a technique used in data mining and machine learning to find relationships between variables in large datasets. It is often used in market basket analysis, where the objective is to identify the goods that are frequently purchased together, and in healthcare to identify variables that affect the onset of diseases. A search of the related literature revealed that association analysis has been extensively studied, from theoretical bases to practical applications. Some of the key deductions from the literature are as follows:
The core of association analysis is the concept of frequent itemsets, or collections of items that frequently appear together in a dataset. The Apriori approach is widely used to identify frequent itemsets by continually deleting infrequent itemsets until only frequent ones are left. Association analysis can include additional types of associations, such as sequences (where items appear in a specific order) and trees (where items have hierarchical relationships).
In association analysis, dealing with high-dimensional data is a substantial challenge because the number of variables far outnumbers the available observations. As useful tools for dealing with this difficulty, strategies such as feature selection and dimensionality reduction come into play.
Association analysis is used in a variety of disciplines, including market basket analysis, web mining, healthcare, and social network analysis. Recent research has focused on its possible applications in developing domains such as cybersecurity and environmental monitoring. Ongoing research is aimed at improving the efficiency and scalability of association analysis methods. Simultaneously, attempts are being made to develop fresh techniques capable of managing complex data types and to integrate domain knowledge in order to enhance the value of association analysis methodologies.
Generally speaking, association analysis is a powerful technique for finding links in huge datasets, with applications in numerous fields. As a result of ongoing study, the field is anticipated to continue to develop and become accustomed to increasingly more complex and diverse datasets.
The Apriori method, a quick and scalable approach for mining frequent itemsets and association rules, is introduced in this study. The method is described by the authors, who also offer experimental findings demonstrating the system’s efficacy on various datasets [8].
In order to mine frequent itemsets, this work introduces the FP-growth algorithm as an alternative to the Apriori approach. The technique is often more effective than Apriori since it uses a tree structure to describe the dataset and does not require candidate generation [9].
This study extends association analysis to the arena of data streams, where the aim is to process data quickly and constantly. The authors offer a framework for mining frequent itemsets in data streams at various time granularities, and they evaluate its effectiveness across a range of real-world datasets [10].
Furthermore, this study introduces a novel approach that combines classification and association rule mining. This hybrid methodology not only elucidates variable interactions, but also forecasts the values of a target variable. The authors demonstrate the effectiveness of this technique by conducting extensive testing on a range of benchmark datasets [11].
This paper offers a thorough overview of association rules mining in huge data, including both more established approaches like Apriori and FP-growth as well as more current ones like parallel and distributed mining. The writers also go through the difficulties and possibilities in the area and suggest numerous lines of future investigation [12].
These publications show the numerous uses of association analysis as well as the current research to increase its effectiveness and scalability.
The Apriori algorithm functions in the manner described below. A well-known approach for frequent itemset mining in transactional databases is the Apriori algorithm. It finds frequent item sets of progressively larger sizes until no more frequent item sets can be discovered. Here is a step-by-step breakdown of the algorithm’s operation.
The first phase entails scanning the transactional database to determine the frequency of occurrence of each item, which serves as the foundation for constructing the set of frequent 1-itemsets.
The procedure then moves on to the production of candidate 2-itemsets in the second step. This is accomplished by utilizing the frequent 1-itemsets discovered in the first phase and generating all possible pairings of items. These pairings are checked against the transactional database to see how frequently they occur, and any potential 2-itemset that falls below the user-specified minimum support criterion is removed.
In the third step, the frequent 2-itemsets from the previous phase are used to generate candidate 3-itemsets. This entails generating all possible triples of items from the frequently occurring 2-itemsets, which are then cross-checked against the transactional database to establish their frequency. Any candidate 3-itemset that does not match the user-specified minimum support criterion is deleted.
The iterative process of producing and pruning potential itemsets continues until no more frequent itemsets can be found. The process usually ends when it is unable to find any more frequent k-itemsets, where 'k' represents the size of the itemsets generated in the previous iteration.
Following the identification of all frequent itemsets, the next step is to use this information to create association rules. These rules are written in the manner "if X then Y," where X and Y represent sets of things. The efficacy of an association rule is measured using metrics such as support and confidence, which are generated from the frequency counts of the rule's constituent itemsets.
The Apriori algorithm has some limitations, such as its high computational complexity for large datasets and the fact that it can only find itemsets that contain at least one frequent item.  However, it is still widely used as a benchmark algorithm and as a basis for more advanced frequent itemset mining techniques.

[bookmark: _52k5wavptr1n]2.3 Time series prediction with linear regression
In a number of disciplines, including engineering, economics, finance, and medical, time series prediction is crucial.  To anticipate the future values of time series data, numerous prediction models have been created. Among them, the most often used technique for time series prediction is linear regression. We will talk about the usage of linear regression for time series prediction and its applications in a variety of domains in this literature study.
A statistical approach called linear regression is used to evaluate the relationship between a dependent variable and one or more independent variables. Linear regression is used in time series prediction to anticipate future values of a dependent variable based on its previous values as well as those of one or more independent variables. Linear regression models' predictive strength stems from their capacity to extrapolate future values of time series data by fitting a linear equation to the existing dataset. This linear equation looks like this:

Y = b0 + b1X1 + b2X2 + ... + bnXn	(2.1)

Where Y represents the dependent variable and X1, X2, ..., Xn are the independent variables, the coefficients b0, b1, b2, ..., bn play a crucial role. These coefficients are determined through a least squares method, a statistical technique that minimizes the sum of squared errors between observed values and their corresponding predicted values.
In the context of time series analysis, the dependent variable is often the time series data, with time acting as the independent variable. Time series prediction using linear regression entails fitting a linear equation to the time series data and leveraging this equation to forecast future values of the time series.
The essential steps for employing linear regression in time series prediction include the following.

Data Preparation.
Before applying linear regression to time series data, it is imperative to prepare the dataset by partitioning it into two distinct sets: a training set and a testing set. The testing set serves as the benchmark for evaluating the model's performance, while the training set is utilized to train and fit the linear regression model. Maintaining a clear demarcation between testing and training data is crucial in the context of time series linear regression to ensure an unbiased assessment of the model's effectiveness on unseen data.
· Rolling Window Method: The rolling window method is a technique that involves partitioning time series data into a fixed training set and a sliding testing set. In this approach, the testing set typically comprises one observation at a time, resulting in a small window of data. To illustrate, consider a scenario where we have time series data representing stock prices spanning from January 2018 to December 2022. For the purpose of illustration, an 80% training set can be defined from January 2018 to December 2020, and a corresponding 20% testing set from January 2021 to December 2022. The rolling window technique is then applied to the testing set, dividing it into smaller windows—let's say, one month each. This process enables the model to be evaluated sequentially on different segments of the time series, offering insights into its performance across various temporal contexts.
· The Fixed Window Approach divides the time series data into training and testing sets with predetermined sizes. The first three years of the data would be included in the training set, and the latter two years of the data would be included in the testing set. As an example, we might split the data into two sets. This approach is useful when we want to train the model with as much data as possible but have limited data.
· Shuffle Split Approach: Using a random mixing technique, this method splits the time series data into training and testing sets. This strategy is useful when we have a large amount of data and want to ensure that the training and testing sets contain a representative sample of the data.  For example, it is possible to randomly shuffle the monthly stock price time series data and then separate it into 80% training and 20% testing data.
The primary goal of employing these methods is to evaluate the performance of the linear regression model using simulated or hypothetical data. By partitioning the data into distinct training and testing sets, these methods allow for the assessment of the model's ability to generalize to new, unseen data. This separation is essential to guard against overfitting, a scenario where the model becomes overly tailored to the idiosyncrasies of the training data and may not perform well on new observations.
In summary, the objective is twofold: first, to gauge how effectively the model can generalize to previously unseen data, and second, to mitigate the risk of overfitting by ensuring a rigorous evaluation on a separate testing set. These practices contribute to building robust and reliable linear regression models.

Model Selection.
Choosing the suitable linear regression model is the next step. This entails selecting the linear equation's form and the quantity of predictor variables to include to the model. The autoregressive (AR) model, which uses the time series' lag values as predictors, is the most widely used linear equation in time series analysis.
Various models can be employed for time series linear regression, contingent upon the characteristics of the data and the specific issue at hand. The following are some instances of time series linear regression models.
In the realm of time series analysis and forecasting, the Autoregressive Integrated Moving Average (ARIMA) model stands out as a widely employed method. This model assumes that the time series data needs to be stationary, meaning that its statistical properties remain constant over time. The ARIMA model expresses the time series as a linear combination of its historical prediction errors and past values.
The model's components—namely, the moving average (MA), autoregressive (AR), and differencing (I) components—are determined by three parameters denoted by the letters p, d, and q. These parameters encapsulate the essential characteristics of the ARIMA model:
· p: Represents the order of the autoregressive component, indicating the number of lagged observations included in the model.
· d: Signifies the order of differencing, representing the number of times the time series data is differenced to achieve stationarity.
· q: Denotes the order of the moving average component, specifying the number of lagged forecast errors integrated into the model.
These parameters play a crucial role in tailoring the ARIMA model to the specific characteristics of the time series data, allowing for effective modeling and forecasting.
An expansion of the ARIMA model, the Seasonal Autoregressive Integrated Moving Average (SARIMA) model was created especially to handle seasonal trends in time series data. To take into consideration the model's autoregressive elements, seasonal variations, and moving average impacts, SARIMA adds more parameters.
When  working  with  several  connected  time  series, the multivariate Vector Auto 
regression (VAR) Model is utilized. According  to  this  approach, every time series    
in the system may be represented as a linear combination of all the other time series' past values as well  as  its  own. The  model  contains  parameters  for  cross-lagged terms that  take  into  account  interactions  between  the  various time series as well as autoregressive components unique to each time series.
A flexible time series model that permits the  addition of outside effects and  nonlinear trends is the Structural Time Series Bayesian Model (BSTS). The posterior distribution of the parameters of this model is estimated by use of the Markov Chain  Monte Carlo (MCMC) approach, which has its roots in Bayesian statistics.
Generalized Autoregressive Conditional Heteroscedasticity (GARCH) Model: For simulating the volatility of financial time series data, the GARCH model is frequently utilized. The model makes the assumption that the time series data’ variance is a function of both its historical values and historical forecasting mistakes. The variance equation, the moving average term, and the autoregressive term each have parameters in the model.
In a linear regression framework, these models can be helpful for analyzing and projecting time series data, and they can reveal underlying patterns and trends in the data. 

Model Fitting.
The third phase involves applying an appropriate technique, like maximum likelihood estimation or least squares, to fit the linear regression model to the training set of data. This entails calculating the linear equation's coefficients, which show how the independent and dependent variables are related to one another.
For time series data, there are multiple techniques for estimating the parameters of a linear regression model. Least squares and maximum likelihood estimation are two popular techniques.
Least Squares: The least squares method is, in fact, a fundamental strategy for estimating the parameters of a linear regression model. The sum of squared discrepancies between the projected values generated from the independent variables and the observed values of the dependent variable is minimized using this method. Similarly, when fitting an autoregressive model to time series data, a similar approach is used.
When dealing with time series data, the least squares method is used to find the parameters of the autoregressive model by minimizing the sum of squared errors between the observed and predicted values of the time series. This optimization method ensures that the autoregressive model is as near to the observed data as possible, allowing
Consider a time series of the monthly sales data for a corporation. Our goal is to anticipate future sales using an autoregressive model based on prior months' sales. We could use the least squares method to get the values of the autoregressive coefficients.
 One possible form of the model is:
Sales(t) = c + a1Sales(t − 1) + a2Sales(t − 2) + ... + ap ∗ Sales(t − p) + e(t) (2.2)
where Sales(t) is the value of the time series at time t, c is a constant term, a1 through ap are the autoregressive coefficients, p is the order of the model, and e(t) is the error term. We would then use least squares to estimate the values of the coefficients a1 through ap.
Maximum Likelihood Estimation: A method for estimating a statistical model's parameters is called maximum likelihood estimation, or MLE. It works by determining the values that maximize the likelihood of the observed data. In the context of linear regression for time series data, this means specifying a probability distribution for the error component and figuring out the values of the autoregressive coefficients that maximize the likelihood of the observed data given the defined distribution.
As an example, consider a time series of the daily temperature values for a particular location. We would like to use an autoregressive model to predict future temperatures based on the temperatures recorded in the preceding days. The values of the autoregressive coefficients that maximize the likelihood of the observed data under this assumption could be estimated using MLE under the assumption that the error term has a normal distribution. One possible form of the model is:

T (t) = c + a1 ∗ T (t − 1) + a2 ∗ T (t − 2) + ... + ap ∗ T (t − p) + e(t)	(2.3)
where Temperature(t) is the value of the time series at time t, c is a constant term, a1 through ap are the autoregressive coefficients, p is the order of the model, and e(t) is the error term, assumed to be normally distributed with mean 0 and constant variance. We would then use MLE to estimate the values of the coefficients a1 through ap.
Bayesian Methods: Bayesian techniques are another way to determine a linear regression model's parameters for time series data. Using these methods, a prior distribution is applied to the parameters, and the Bayes theorem is used to update it in light of the observed data.
In conclusion, least squares estimation, maximum likelihood estimation, and Bayesian approaches are available for estimating the parameters of a linear regression model for time series data.  The specific circumstances at hand and the assumptions that make sense in light of the information at hand determine which strategy is best.  Every technique has benefits and drawbacks of its own.

Model validation.
The performance of the time series linear regression model is evaluated using the testing data in the fourth stage of model evaluation. This entails comparing the time series' expected and actual values. Several essential performance indicators are produced to characterize the model's performance, including mean squared error (MSE), root mean square error (RMSE), and mean absolute error (MAE).
The MSE is determined as the average of the squared discrepancies between the expected and actual values. It gives a simple measure of the average squared difference between expected and observed values.
The square root of the mean squared error yields the root mean square error (RMSE). This measure is frequently preferred since it uses the same units as the original data, making it easier to read. The root mean square error (RMSE) measures the typical magnitude of errors between expected and observed values.
Another often used statistic is the mean absolute error (MAE). It represents the average absolute difference between expected and actual values, providing a measure of error magnitude without the influence of squared terms.
These performance measures contribute to a full evaluation of the time series linear regression model, providing insights into its forecasting accuracy and efficacy.
There is used the Mean Absolute Error (MAE), which quantifies this difference in an absolute, non-squared manner, to measure the mean absolute difference between expected and actual values.
Larger errors are given more weight in MSE and RMSE, whereas MAE handles all errors equally. The situation at hand and the required balance between precision and interpretability will determine the best metric to use.
Let's look at an example where we want to predict a company's daily stock price based on its stock price over the previous p days.  We can use linear regression for time series to assess the link between the historical and current stock prices. We can use MSE, RMSE, and MAE to evaluate the model's performance once it has been fitted. Due to the fact that the MSE is expressed in square units, a score of 100 suggests that the projected stock price is frequently off by 10. An RMSE of 10 means that the expected stock price is usually 10 dollars off because it is expressed in the same units as the original data. MAE of 8 means that on average, the predicted stock price is off by 8 dollars, regardless of whether the actual stock price is high or low.

Model Refinement.
The final step is to refine the model if necessary by adjusting the model parameters or selecting a different form of the linear equation. This may involve repeating the previous steps until the desired level of prediction accuracy is achieved.
The process of improving a model's performance in linear regression for time series involves either altering the model's parameters or selecting  a  selection  of  variables  that explains the data the best. The residuals—the differences between the actual and expected values of the dependent variable—are examined in order to achieve this. One way to improve a model is by stepwise regression, which involves adding or removing variables one at a time according to their statistical significance. Enhancing the predictive performance of a model can be achieved through various techniques, and two common strategies are forward selection and backward elimination. In forward selection, variables are added to the model one at a time, evaluating their impact on model performance. Conversely, in backward elimination, variables are systematically removed from the model to refine its structure.
Regularization is another effective approach for model improvement. This involves adding a penalty term to the cost function, discouraging overfitting and promoting a more generalized model. Techniques such as Lasso regression and Ridge regression are commonly employed for regularization.
After implementing these model enhancement techniques, it is crucial to assess the effectiveness of the upgraded models. Evaluation metrics such as mean squared error (MSE), root mean square error (RMSE), and mean absolute error (MAE) can be utilized to measure the performance of the models and gauge their accuracy in predicting outcomes. These metrics provide valuable insights into the model's ability to generalize and make accurate predictions on new, unseen data.
Take the time series linear regression model below, for instance:

                 Y (t) = β0 + β1X1(t) + β2X2(t) + ϵ(t)	                                         (2.4)

where Y (t) is the dependent variable, X1(t) and X2(t)  are  the  independent  variables,
β0, β1, and β2 are the model parameters, and ϵ(t) is the error term.
Let's imagine we want to select the most important variables in order to enhance the model. We can use backward elimination to exclude variables that are not statistically significant. 
Include both variables for a complete model fit. If the p-values for each variable are more than a preset level of significance, such as 0.05, you should eliminate the variable with the highest p-value.
Using the remaining variables, fit the simplified model. Steps 2 and 3 should be repeated until all variables have p-values less than the significance level. Metrics like as mean squared error, root mean square error, and mean absolute error can be used to assess the model's performance after refinement.
Regularization can be used to reduce overfitting and improve the model even further. Ridge regression is a widely used regularization approach that adds a penalty term to the cost function equal to the sum of the squared values of the model coefficients multiplied by a regularization parameter, lambda. The regularization parameter regulates the magnitude of the cost function penalty and can be changed to improve model performance.
To determine the ideal value for the regularization parameter, we can apply cross-validation, which divides the data into training and validation sets. The model is then trained on the training set and assessed on the validation set. This process is repeated for several values of the regularization parameter, and the regularization parameter value that yields the lowest validation error is selected.
To put it simply, model refining is an iterative process that increases the accuracy of the model by changing its parameters while choosing a subset of variables that best explains the data. Metrics like mean absolute error, root mean square error, and mean squared error can be used to evaluate the performance of the upgraded models. Regularization reduces overfitting, and cross-validation helps determine the ideal regularization parameter value.
Applications of Linear Regression for Time Series Prediction.
Many fields have employed linear regression for time series prediction. For instance, linear regression has been used in finance to forecast stock prices by taking historical prices and economic data into account. In a 2019 study, Jeong et al. employed linear regression to forecast Samsung Electronics' stock price based on historical stock prices as well as the US dollar, gold, and crude oil prices [13].
Based on patient data, linear regression has been used in medicine to forecast how diseases would progress. Based on patient characteristics such age, gender, and cognitive scores, Hsieh et al. (2019) used linear regression to predict the course of Alzheimer's disease [14].
In engineering, linear regression has been used to forecast machine performance based on maintenance history and historical performance. Based on historical performance and maintenance data, a study by Guo et al. (2018) employed linear regression to estimate the remaining usable life of aircraft engines [15].
In conclusion, because of its efficiency and ease of use, linear regression is a widely used technique for time series prediction. The ability to forecast future values of time series data based on historical values and the values of one or more independent variables has been applied in a variety of industries. For time series data with complicated patterns or nonlinear relationships, linear regression might not be the best option.
 In such cases, more advanced methods such as neural networks or support vector regression may be more appropriate.

[bookmark: _ed9gt8d1z8ex]2.4 Comparison with other research work
Tables 2.1 shows comparison with other research work.

Table 2.1: Comparison with other research work

	Paper
	Theme
	Methodology
	Key Findings

	[16]
	Identification
of	supervisory relationships and differences in perception
	Usage	of	semi-
structured interviews	for data  collection.		23
supervisors from 16 institutions were invited, and 14 actual interviews with supervisors.
	Found important  differences
between the perception of supervisors in their role and actual students’ needs.

	[17]
	Tracking
postgraduate supervision
	Focus  group   with
students and faculty staff, comprehensive literature    review in the process of defining important questions
	Importance of  setting  short-
term and long-term goals and their tracking to increase the chances of a successful thesis defense.

	[18]
	Multi-agent
framework
for	research supervision
	The analysis of the most efficient and standard research activities, as well as the development of a research supervision management system based on multi-agent systems.
	An agent-based architecture is proposed to handle the supervision process in the research setting.



	[5]
	Recommender
engine	for student- supervisor matching
	Usage	of	the
Euclidean	distance algorithm					by calculating similarity		based on the results of a questionnaire		given to	students			and supervisors.
	A simple but feasible way to
make recommendations for students in the process of selecting their supervisors, thereby reducing the chances of mistakes in the allocation process.

	[19]
	Multi-objective
evolutionary approach
	Collecting        data
from	students
and supervisors regarding	their
preferences	for research topics and applying a genetic algorithm to make a match in this regard
	Presenting a genetic algorithm
that can match students to supervisors.

	[20]
	Thesis
supervisor recommendation with	content retrieval
	Using   information
retrieval to analyze students’ proposals and recommending supervisors based on that regard.

	Grouping supervisors based on
their research work. The average accuracy was 53.09%. Considering only the top 10 words in supervisors’ profiles can be effective in information retrieval.

	[21]
	System	for
student- supervisor matching with reinforcement learning
	Reinforcement learning is used to create a model of students' interests, in which students alter terms from faculty members' papers to explain their interests.


	The authors tackled the issue
of cases when there is very little information about potential supervisors or when students struggle in formulating exact queries regarding their research interests.

	[6]
	Matching with
minimal quota
	Usage      of       two-
sided    matching and   consideration of	type-specific minimal and maximum   quotas. In total, there were 254 students and 67 supervisors.
	The system eliminates justified
envy across students of the same "type".

	This
study
	Development
of	a
supervisorship system		with a	tracking process			and matching students				to supervisors based				on
multidimensional analysis	of matching algorithms
and	usage of a dataset related to the perceptions of students and supervisors
	Collecting	data
regarding	the
perceptions of student-supervisor relationships
from		each		side, constructing preferences			based on this regard, and then	implementing matching			by			the use of Gale-Shapley, genetic		algorithm, collaborative filtering,		k-means. Integrating					the matching algorithm into a service that also has a tracking feature.
	The selection of an algorithm
should align with specific project requirements. The Genetic    Algorithm    excels in preference satisfaction (0.91), while One-to-Many Gale Shapley offers efficient execution   with   low   time and  space   complexity   and a   balance   of   workload (0.5).	Collaborative Filtering, despite relatively high    compatibility     scores of 0.46, may introduce workload imbalances and higher computational costs. 




[bookmark: _tyuqjone2dz1]2.5 Knowledge gap
Based on the literature review, it can be observed that none of the found work performed multidimensional analysis of matching students to supervisors specific to the context of university settings in terms of psychological perceptions of students and supervisors regarding their workflows and none  of  the work made  a  supervisorship system that integrates matching feature with tracking progress of students to facilitate diploma preparation and improve research outcomes.


[bookmark: _b4ugujnfjw8n]3. Analysis of applicable algorithms to match students to supervisors
[bookmark: _rmi54j6r4ohr]3.1 Matching algorithms
Pairing two objects together in a way that is appropriate and generally accepted is the task of matching.  The matching algorithm should take into account these restrictions and rules to construct a matching in a way that results in stability of matched pairings. There may be a collection of rules and preferences that surround the context of the elements that participate in the matching process.
In many areas of life, from market activities to daily operations, matching is crucial. It can be used to pair products in a store with prospective customers, match a group of entities while taking into account the fact that they belong to distinct sets and have varied tastes, and more [5]—[7], [22], [23]. The abstract types of matching tasks are the following.

One-to-one matching.
There is a lot of work dedicated to one-to-one matching [24]—[27]. Basically, one-to-one matching states that each element in one set is paired with exactly one element in the other in a process known as one-to-one matching. In other words, it is a matching when the components of the two sets have a singular, exclusive correspondence.
For example, consider two sets A and B, where A = 1, 2, 3 and B = a, b, c. A one-to-one matching between these two sets might be:
1 to a
2 to b
3 to c
Accordingly, every element in set A is paired with exactly one element in set B, and vice versa. There are two requirements that must be met for a match to be one-to-one: first, no two elements from set A can match the same element from set B, and second, no two elements from set B can match the same element from set A.
Numerous disciplines, such as mathematics, computer science, economics, and biology, use one-to-one matching. It can be used, for instance, to pair tutors with students, employees with tasks, or patients with therapies in clinical studies.
Concrete examples of one-to-one matching:
· A school wishes to pair up each student with a teacher for individualized mentorship sessions. The stable marriage method, also known as the Gale-Shapley algorithm, can help the school resolve this matching issue. The algorithm selects the student that each teacher prefers the most after iteratively enabling  each student to propose to their preferred teacher. The process is repeated until every student is paired with a teacher, and the results are stable, meaning that neither the students nor the teachers would choose their present pairing over any other.
· A corporation seeks to place qualified job candidates in positions that match their abilities and qualifications. Algorithm: This matching issue can be resolved using the Hungarian algorithm, also referred to as the Kuhn-Munkres algorithm.
· A matrix that depicts the preferences or compatibility between candidates and positions is used by the algorithm. By repeatedly looking for the maximum-weight match in the bipartite graph the matrix defines, it determines the best assignment. The final pairing of candidates to roles represents the best possible assignment of candidates.
· A hospital wishes to match each patient with a qualified doctor based on their health status and the doctor’s area of expertise. For this matching problem, the greatest cardinality matching algorithm can be used. The matching problem is transformed into a graph by the algorithm, where each patient and doctor is represented by a node, and the edges signify how well-matched they are. The hospital can allocate each patient to a doctor in a one-to-one manner and improve the overall quality of care by locating the highest cardinality matching in the graph.

Many-to-one matching.
A sort of matching called many-to-one matching allows for the pairing of several elements from one collection with just one from another [28]—[30]. In other words, it is a matching in which the components of the two sets do not always correlate in a singular, exclusive way.
For example, consider two sets A and B, where A = 1, 2, 3, 4 and B = a, b. A many-to-one matching between these two sets might be:
· 1 to a
· 2 to b
· 3 to b
· 4 to a
This shows that two elements from set A, specifically 2 and 3, are matched with the same element in set B (specifically, b). It is important to note that only a many-to-one matching may satisfy the first criteria of a one-to-one matching, which specifies that no two elements from set A may be matched with the same element from set B.
Numerous disciplines, including economics, game theory, and social choice theory, use many-to-one matching. It can be used, for example, to replicate situations where multiple agents may be assigned to a single task or resource, such as when a team of employees is assigned to a project or a class of students is assigned to a certain institution. Many-to-one matching is also widely used in market design to match buyers and sellers in many sorts of marketplaces.
Concrete examples of many-to-one matching
· Matching jobs to Available Workers: In this scenario, a corporation must distribute jobs to workers who can manage a variety of duties. The maximal bipartite matching algorithm or the Hungarian algorithm can be applied in this case. The matching issue is transformed by these algorithms into a bipartite graph, where one set of nodes corresponds to the tasks, another set to the employees, and the edges denote the degree of compatibility between the two sets of nodes. The business can distribute jobs to workers in a one-to-many manner, improving overall efficiency and workload distribution, by locating the maximum matching in the bipartite graph.
· A marketplace platform must connect suppliers with client expectations in a scenario where each supplier can satisfy a number of demands. For this matching problem, the greedy method can be used.  The algorithm assigns the best supplier to each demand iteratively depending on variables like price, proximity to the demand, or customer reviews. Until all criteria are met and each supplier can match numerous demands, the procedure is repeated.
· An online publishing platform seeks to pair together publishers and subscribers for the delivery of material, however each publisher may have several subscribers. Stable marriage or the postponed acceptance algorithms can be applied in this situation. With the use of these algorithms, publishers can suggest their content to preferred subscribers, who then pick the publisher they like the best. The process keeps going until the matches are steady and profitable for both publishers, and each has reached the target number of subscribers.
· Employees must be assigned to project teams, and each employee may be a member of more than one team, in the following scenario. Approach: This matching problem can be solved using the maximum flow approach. The project teams and employees are represented as nodes in the algorithm’s flow network representation of the assignment, while the capacity limitations and preferences are represented as edges. The organization can assign workers to project teams in a one-to-many manner, maximizing the usage of skills and resources, by determining the maximum flow through the network.
Many-to-many matching.
Many-to-many matching is a type of matching where multiple elements in one set can be paired with multiple elements in another set.  In other words, it is a matching in which there is not necessarily a unique, exclusive correspondence between the elements of the two sets.
For example, consider two sets A and B, where A = 1, 2, 3 and B = a, b, c. A many-to-many matching between these two sets might be:
· 1 to a,b
· 2 to b,c
· 3 to b
· 3 to a,c
This means that multiple elements in set A are paired with multiple elements in set B, and vice versa. In this example, element 1 in set A is paired with both elements A and B in set B, and element b in set B is paired with both elements 1, 2, and 3 in set A.
It is important to note that a many-to-many matching can satisfy neither of the two conditions of a one-to-one matching, which are that no two elements from set A can be matched with the same element from set B, and no two elements from set B can be matched with the same element from set A.
Numerous disciplines, including computer science, economics, and social choice theory, use many-to-many matching. It can be used, for instance, to model scenarios in which numerous agents can be matched with various tasks or resources, such assigning a group of employees to various projects or a group of students to various educational institutions. Many-to-many matching is also extensively employed in network analysis, where it is used to model relationships between nodes in a network. A few illustrations of many-to-many matching are as follows:
· Job Applicants and Job Positions: There are many job applicants and many job positions in a recruitment process. An applicant for a job may submit more than one application, and there may be more than one applicant for each vacancy.
· In a learning environment, students may enroll in multiple courses, and each course may have a number of students. This enables students to select courses based on their academic needs and areas of interest.
· Projects and Freelancers: Freelancers or independent contractors can work on a variety of projects, and each project may involve a number of different freelancers. This is typical in fields like software development or artistic creation.
· Mentors and Mentees: In a mentoring program, mentors may be paired with more than one mentee, and each mentee may have more than one mentor. As a result, mentees can receive a wide spectrum of instruction and support.
· Applications for Dating: Many-to-many matching is common on dating services. Multiple people can communicate or indicate interest in one another, creating a variety of connections and prospective pairings.
· Airlines and flight routes: Airlines run a variety of flight routes, and different airlines may fly on a given route.  To get to their destinations, passengers can select from a variety of airlines and travel options.
These are merely a few of instances to demonstrate the idea of many-to-many matching.  Each time, a number of entities from one group are matched with a number of entities from another set, providing for adaptability and a variety of connections between the entities.

Retrieval matching. 
Information retrieval systems, like search engines, use retrieval matching as a type of matching. It involves matching user queries with pertinent documents or other resources in a database based on how closely the two match.
Retrieval matching aims to return the documents that are most pertinent to a particular user query. Techniques including keyword matching, semantic analysis, and machine learning algorithms are used to do this.
The simplest type of retrieval matching is keyword matching, in which documents are matched based on the existence of particular terms in both the query and the document. This method is useful for straightforward searches with a small number of keywords, but it may be less efficient for more intricate questions or queries with several alternative interpretations.
On the other hand, semantic analysis examines the meaning of the query and the document to ascertain how similar they are. By considering the context and aim of the query, this method can assist in retrieving documents that are more pertinent to the user’s search. Techniques including NLP, topic modeling, and machine learning algorithms can be used to perform semantic analysis.
Large amounts of data can be analyzed to find patterns, and then predictions can be made based on those patterns using machine learning algorithms. Machine learning techniques can be used in retrieval matching to examine the connections between queries and documents and to foretell which documents are most likely to be pertinent for a specific query.
In general, retrieval matching is an essential part of information retrieval systems because it ensures that users can easily and rapidly access the resources or documents that are most pertinent to their needs.
The practice of matching a query or search request with pertinent data or documents from a database is known as retrieval matching. Here are some illustrations of retrieval matching across several domains:
· Web search: A search engine like Google uses retrieval matching algorithms to match your query with pertinent web pages in its index when you enter a search term. The search engine determines the best matches for your query by taking into account variables like keyword relevancy, page authority, and user behavior.
· Retrieval matching is a technique used in information retrieval systems, such as document databases or digital libraries, to match user searches with pertinent documents. To get the most pertinent documents, the system analyzes the query keywords or phrases with the document’s text and metadata.
· Retrieval matching algorithms are used by music streaming sites to suggest tracks or playlists to users. In order to match user choices with appropriate songs, artists, or playlists in the platform’s database, the system analyzes user listening habits, preferences, and comparable user behavior.
· Image Search: To match a user’s query image with visually related images in their database, image search engines use retrieval matching techniques. To locate matched photos or visually relevant content, the system examines visual elements including color, texture, and shape.
· Retrieval matching is essential to the operation of question-answering systems. When a user submits a query, the system searches a knowledge base or database of documents to find pertinent responses. To determine the most relevant response, the matching method takes into account both the semantic meaning of the question and the content of the potential answers.
These are but a few of instances of retrieval matching in various applications. The basic idea is to successfully satisfy user information needs by matching their queries with pertinent data or content. Depending on the domain and the features of the data being matched, the specific algorithms and approaches used may change.
User-item matching in recommendation systems.
User-item matching is a type of matching used in recommendation systems to match users with relevant items they may be interested in. There is a lot of applications of user-item matching [31]—[40]. Recommendation systems use a variety of techniques to match users with items, including collaborative filtering, content-based filtering, and hybrid approaches.
Collaborative filtering is a popular technique for user-item matching that is based on an analysis of user behavior such as past purchases, ratings, and browsing history. This method seeks to find user similarities and recommend things based on the interests of similar users. Collaborative filtering is widely classified into two types:
· User-Based Collaborative Filtering: this method suggests products to a target user based on the preferences of similar users. Through behavioral and preference analysis, similar users are identified, and the target user is subsequently recommended highly rated things by those similar users.
· Item-Based Collaborative Filtering: Items are recommended to a user based on their similarity in this method. Analyzing the features and characteristics of similar items identifies them. Items that are similar to those highly rated by the user or that share common characteristics are recommended to the target user.
In addition to collaborative filtering, content-based filtering is a way for matching user-items. This technique suggests goods based on a user's previous choices by assessing the objects' qualities and attributes. To produce individualized recommendations, content-based filtering can analyze the components of a recipe or the genre of a movie.
In recommendation systems, hybrid techniques combine collaborative filtering with content-based filtering. These hybrid models strive to deliver more accurate and personalized suggestions to users by exploiting a combination of user behavior and item features, solving some of the constraints inherent in individual recommendation systems.
Overall, user-item matching is an important component of recommendation systems, as it helps to  ensure  that  users  are  provided  with  personalized  recommendations that are  relevant  to  their  preferences  and  interests.  By leveraging user behavior and item attributes, recommendation systems can provide more accurate and useful recommendations to users, which can ultimately lead to increased user engagement and satisfaction.
Regarding user-item matching, recommendation systems are widely used to solve the problem.
The recommendation system is a software and important software application in the research area. The system was invented so that users could cope with the information load. This is accomplished by a content filtering mechanism that is based on preferences and interests [41]. It was also found that a good effective system is financially beneficial. It turned out that if the recommendation is good enough for sale, then the consumer buys the product 35 percent more often [42]. This is a class of information filtering system that predicts a "preference" or "rating" that is given to a user [43]. Therefore, we can say that the recommendation system is also useful for sellers. Thanks to the recommendation system, the sales increase. Recommendation systems are an important area of research and the first paper containing information on filtration appeared in the 1990s. All fields as an industry, scientific work on the development of  new approaches  over  the past decades worked to improve the quality of recommendation systems [43]. 
These are some examples of the most popular products using the recommendation systems:
· Amazon, which is one of the most popular e-commerce sites, uses its own recommendation system for users. When selecting an item for purchase, the system recommends other items based on the buyer’s choice. Amazon patented this system and called item-to-item collaborative filtering [43].
· YouTube also uses its own system for recommended videos, which is based on maintaining user privacy and ensuring the control of personal user data issued by the back-end system for download [43].
· LinkedIn has a strong relationship with the professional world, which is focused on business, among social networks. LinkedIn generates recommendations for persons with whom the user may be acquainted, projects that may be of interest to the user, or groups and companies that may be of interest to you. Reid Hoffman, Allen Blue, Konstantin Guericke, Eric Ly, and Jean-Luc Vaillant founded it in 2002, and it now has over 310 million users. LinkedIn employs Apache Hadoop, a computational framework that has recently emerged as one of the most popular systems for distributed storage and parallel processing of huge data [43][44][45][46].
Recommendation systems can be classified into three categories.
Content-based filtering technique.
Content-based filtering is a recommendation system technique that suggests items to users based on their preferences and interests. The recommendation system analyzes the features of products that the user has liked or interacted with and recommends items with comparable features in this technique.
The content-based filtering technique relies on the idea that users who like certain items are likely to enjoy other items with similar characteristics. To implement this technique, the recommendation system first analyzes the features of the items in the dataset.   These features can include attributes such as genre, artist, director, rating, and so on, depending on the type of items being recommended.
After identifying the features, the recommendation system uses them to create a user profile based on the items the user has engaged with or evaluated. The system then suggests new items with features similar to those in the user's profile.
Consider a movie recommendation system that employs content-based filtering. If a user likes multiple action movies with high ratings, the recommendation system will suggest other action movies with comparable characteristics such as high-intensity action sequences, compelling plot lines, and high production qualities.
When there is limited user interaction data or when the purpose is to propose things based on specific traits or features, content-based filtering can be especially effective. However, one limitation of this technique is that it may lead to a narrow set of recommendations, as it only recommends items with similar features to those the user has interacted with in the past.
Overall, content-based filtering is a powerful technique used in recommendation systems to recommend items to users based on their preferences and interests by analyzing  the features of items in the dataset.
Collaborative filtering technique.
Collaborative filtering is a recommendation system technique that recommends products to consumers based on the preferences and behavior of other users who share similar interests. The recommendation system in this technique analyzes the interactions of many users with things and discovers patterns and similarities in their behavior to propose items to a specific user.
User-based collaborative filtering.
In this method, the recommendation system finds people that have the target user’s likes and behaviors and suggests products that these users have positively connected with.  For instance, if a user has rated and loved multiple films, the system will find other users who have also like those films and will suggest further films that they would like. The user-based collaborative filtering procedure frequently includes the following steps.
Data Collection: the initial step in building a recommendation system involves collecting information about user preferences or habits. This information can be acquired through the utilization of both explicit and implicit feedback mechanisms. Explicit feedback includes user-provided reviews, ratings, or explicit declarations of preference, while implicit feedback encompasses more subtle indicators such as browsing history, purchase records, or other user interactions.
To organize and represent this data effectively, a matrix is commonly employed. In this matrix, each row corresponds to a user, and each column corresponds to an object (e.g., items, products, services). The interactions or preferences of users for specific items are then represented by the values in the matrix. For instance, a cell at the intersection of a user's row and an item's column may contain a rating, a purchase history indicator, or another form of feedback reflecting the user's preference for that particular item.
This matrix-based representation forms the foundation for collaborative filtering techniques, where patterns and similarities among users or items are analyzed to generate personalized recommendations. The information encapsulated in this matrix is pivotal for training recommendation models and enhancing the accuracy of the system's suggestions.
The following stage is to determine how similar different users are based on their preferences. Cosine similarity and Pearson correlation coefficient are two examples of similarity measurements.  These measures assess how closely two users’ preference vectors resemble one another. For instance, two individuals will have a greater similarity score if they evaluated a number of products similarly.
The following stage is to determine how similar different users are based on their preferences. Cosine similarity and Pearson correlation coefficient are two examples of similarity measurements.  These measures assess how closely two users’ preference vectors resemble one another. For instance, two individuals will have a greater similarity score if they evaluated a number of products similarly.
Prediction Generation: The system forecasts the target user’s choice for items they have not yet interacted with after choosing the closest neighbors.  By combining the preferences of those things’ closest neighbors, this is accomplished. The similarity scores between the target user and the neighbors can be utilized as weights in various aggregation approaches, such as weighted averaging. A list of recommendations can then be created by ranking the projected preferences.
A list of recommendations is then produced by the system by choosing the top-ranked items from the projected preferences. System specifications or user preferences may be used to determine how many recommendations to offer.
Collaborative filtering with user input has many benefits. When there is enough user data available, it can make precise recommendations and is straightforward to implement and understand. By drawing on the preferences of other users who have similar preferences, it can help address the "cold start" issue, when new users have little or no data. When there are many users or objects, user-based collaborative filtering may have scalability problems since it can become computationally expensive to generate predictions and perform similarity computations. Furthermore, it might not fully reflect user preferences, such as enduring interests or changing preferences, and it might be vulnerable to data sparsity problems when some users have a very low number of recorded interactions or preferences.

Item-based collaborative filtering.
In user-based collaborative filtering, the recommendation system explores the connections between items and suggests products that are similar to those that the target user has positively interacted with. For example, if a user has enjoyed and given high ratings to several action films, the algorithm will recommend additional action films with comparable themes, stories, and genres. This approach relies on identifying users with similar preferences and recommending items that have appealed to users with analogous tastes.
On the other hand, item-based collaborative filtering takes a different approach. Instead of emphasizing similarities between users, this method focuses on determining the similarity between items based on user preferences. The underlying assumption is that users who have previously expressed a preference for similar items will likely continue to do so in the future. Consequently, if a user has shown a liking for specific movies or products, item-based collaborative filtering recommends additional items that share similarities with those the user has positively engaged with.
In the development of personalized recommendation systems, both user-based and item-based collaborative filtering play important roles. They exploit trends and similarities in user interactions to make tailored recommendations, resulting in a more fulfilling and relevant user experience.
The item-based collaborative filtering method typically consists of the following steps: Data Gathering:  First, similar to user-based collaborative filtering, data on user preferences or behaviors is gathered. This information can be gathered through the use of both explicit and implicit feedback, such as user ratings and reviews, browsing or purchase histories. The data is described using a matrix, where each item is represented by each column and a user by each row. The user's interaction with or preference for each item is represented by the values in the matrix.
Calculating Similarity: based on user choices, the next stage is to determine how similar two items are. Cosine similarity and Pearson correlation coefficient are two examples of similarity measurements. These measurements assess how closely two items’ preference vectors resemble one another. For instance, a pair of items will have a greater similarity score if people have given them comparable ratings.
The system chooses a selection of the nearest neighbors for each item after calculating the similarity scores between items. The items with the highest similarity scores to the target item are usually the closest neighbors.
Prediction Generation: the system forecasts  the  target  user’s  choice  for  items they have not yet interacted with after choosing the closest neighbors. By combining the preferences of the user’s closest neighbors with whom they have engaged, this is accomplished. It is possible to utilize a variety of aggregation approaches, such as weighted averaging, where the weights are the similarity scores between the target item and its neighbors. A list of recommendations can then be created by ranking the projected preferences.
A list of recommendations is then produced by the system by choosing the top-ranked items from the projected preferences. System specifications or user preferences may be used to determine how many recommendations to offer.
Collaborative filtering with items offers many benefits. As the similarity computations are focused on things rather than users, it can handle the scaling problems that user-based collaborative filtering may encounter. When items’ features are more stable than users’ preferences, it can also capture item similarities more accurately than user-based collaborative filtering. Item-based collaborative filtering is also appropriate when the quantity of items is relatively low in comparison to the quantity of users. Item-based collaborative filtering does, however, have some drawbacks. When dealing with new items that have scant or no interaction data, it sometimes struggles with the "cold start" problem. Certain user preferences, which are unique to each user and aren’t always connected to item similarity, might not be able to be captured. When certain things have very few interactions or preferences recorded, data sparsity can potentially provide problems.
Item-based collaborative filtering is an effective method that may deliver precise recommend based on user preferences and item similarity. To enhance the overall effectiveness of recommender systems, it is frequently used in conjunction with other recommendation strategies.
Because it may recommend items based on the behavior of many users, not just the target user, collaborative filtering is a powerful tool in recommendation systems. This means that even if the target user has only had a few interactions with the system, the recommendation engine can still make effective recommendations based on the behavior of other users with similar interests.
The cold start problem, which arises when there is insufficient user interaction data to find patterns and similarities in behavior, is one restriction of collaborative filtering. To deliver more accurate and meaningful recommendations in such instances, hybrid approaches combining collaborative filtering and content-based filtering techniques can be deployed.
The term "cold start problem" describes a problem that occurs across many industries, but is especially prevalent in the fields of machine learning and recommender systems. It happens when a system comes across a brand-new human, object, or circumstance for which there is insufficient historical data to reliably forecast outcomes or offer helpful advice. The term "cold start" describes a system that begins "cold" with no past knowledge of the new entity.
There are several forms of cold start issues, including:
A platform or service that needs personalization or recommendation capabilities has a user cold start. The algorithm finds it difficult to offer individualized recommendations because it lacks any previous information about the user’s preferences or behavior.
Item cold start: In this scenario, a brand-new product is added to a platform or catalog with little to no previous data accessible. As a result, the algorithm has trouble appropriately ranking or recommending the new item to users.
In recommendation systems that largely rely on contextual data, such as time, location, or user context, the context cold start issue might occur. The system may struggle to give pertinent recommendations based on the present circumstance when there is inadequate context data.
Addressing the cold start problem requires various strategies:
· Content-based recommendations: The algorithm can offer suggestions based on similarities to other goods by examining the traits or attributes of the objects themselves. For situations where an item needs to start cold, this method is useful.
· Utilizing data from user-item interactions, collaborative filtering approaches can find comparable individuals or objects and provide recommendations. However, this strategy is less successful in a cold start scenario where there is little to no interaction data available.
· Hybrid strategies: Reducing the cold start issue may be accomplished by combining several techniques, such as content-based and collaborative filtering. The system can generate more accurate recommendations by including user data, item qualities, and other information.
· Active learning and exploration: The system can proactively ask users for input or preferences rather than passively waiting for user interactions to collect data and lessen the cold start issue.
· Popular recommendations: Until it has enough information about users’ interests, the system can initially rely on popular or trending items to produce recommendations.
It’s vital to remember that the specific strategy for tackling the cold start problem may change depending on the domain, data that is accessible and technical specifications.
A common and efficient method used in recommendation systems across numerous disciplines is collaborative filtering. To provide precise and individualized item recommendations to a particular user, it makes use of the behavior and tastes of a large number of users. Collaborative filtering’s fundamental tenet is that individuals are more likely to hold similar preferences in the future if they have previously displayed similar behavior or interests.
In  collaborative filtering,  the system collects  and analyzes past user-item interaction data, such  ratings,  reviews,  or  purchase  history. To  find patterns  and  relationships  between people  and  items,  start  with  this  information.  Using  content-based   and   collaborative filtering approaches while making accuracy a forward-looking factor is the hybrid technique [43].   In    recommendation   systems,   a    hybrid    technique   combines   two   or   more  distinct recommendation strategies to  produce recommendations  that  are  more varied and accurate.  Overcoming   the  shortcomings
of  individual  recommendation  techniques  and enhancing the recommendation system's overall performance are the objectives of employing a hybrid approach.

There are several ways in which hybrid techniques can be implemented in recommendation systems:
· Weighted hybrid approach: In this approach, the recommendation system assigns weights to different recommendation techniques based on their performance and combines their outputs to provide a final recommendation. For example, if content- based filtering performs well for certain users, while collaborative filtering performs better for others, the recommendation system could assign different weights to each technique based on the user’s interaction history and combine their outputs to provide a final recommendation.
· Switching hybrid approach: In this approach, the recommendation system selects the most appropriate recommendation technique based on the user’s interaction history and behavior. For example, if a user has interacted with the system frequently and has provided many ratings, the recommendation system could switch to collaborative filtering, which is better suited to identifying patterns and similarities in user behavior.
· The feature combination hybrid approach combines the properties of several recommendation systems to produce more accurate and diverse recommendations. A hybrid approach, for example, might combine content-based filtering and collaborative filtering by identifying trends in user preferences using item attributes and user behavior.
Hybrid techniques can provide significant benefits over individual recommendation techniques, such as increased accuracy, diversity, and coverage. By combining multiple techniques, hybrid approaches can overcome the limitations of individual techniques and provide more personalized and relevant recommendations to users.
Overall, hybrid techniques are an important tool in recommendation systems, allowing for more accurate and diverse recommendations that can better reflect the preferences and interests of individual users.
Figure 3.1 shows visually the types of recommendation systems.
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[bookmark: _37m2jsg]Figure 3.1: Types of recommendation systems [47]
[bookmark: _y77tv97t4wm9]
Content-based filtering: This method uses attributes or features of the items themselves to recommend items to users. For example, in a movie recommendation system, the system would recommend movies that have similar attributes to the movies that the user has previously liked or watched. This method is suitable for situations where there is a clear understanding of the features that define an item, and when the user’s preferences are well-defined.
Collaborative filtering: To suggest items to users, this approach uses information on interactions between users and items. Based on how users engage with products, the algorithm compares people to find patterns and suggests products that other users who are similar to them have found appealing. The system would suggest a movie that User A hasn't watched but that User B has loved, for instance, if their taste in movies is similar. When consumers' preferences are not clearly defined and there is a lack of consensus over the characteristics that identify an item, collaborative filtering might be helpful.
Hybrid approaches: These techniques combine collaborative and content-based filtering to give consumers tailored suggestions. Hybrid systems can overcome the drawbacks of individual approaches and give users better recommendations by combining the advantages of both. A hybrid recommendation system might, for instance, employ collaborative filtering to suggest goods that users with similar tastes have already appreciated and content-based filtering to suggest items that are comparable to those the user has liked in the past. When there is an abundance of data accessible and a need for tailored advice, hybrid systems can be helpful.
Figure 3.2 shows the general structure of recommendation system, where there are abstractly defined users, items, and user-item interaction matrix.
Figure 3.2: The general structure of recommendation system [47][image: ]

The user-item interaction matrix can be generated by users when they rate objects, or parts of the cells of the matrix can be anticipated using machine learning techniques and algorithms. The changes in the creation of the user-item interaction matrix are depicted in Figure 3.3.
Figure 3.3: Different methods to construct user-item interaction matrix [47][image: ]

A user-item interaction matrix is a table that depicts how people and objects interact in a recommendation system. The interactions between users and items are depicted in the table's cells, with each row representing a user and each column representing an item.
To construct a user-item interaction matrix, you will need to follow these steps:
· Identify the users and items: The first step is to identify the users and items in your dataset. For example, if you are building a movie recommendation system, the users could be the viewers, and the items could be the movies.
· Collect user-item interactions: The next step is to collect the user-item interactions. For example, if you are building a movie recommendation system, you would need to collect data on which movies each user has watched, rated, or liked.
· Create the matrix: Once you have collected the user-item interactions, you can create the matrix. The matrix should have the users as rows and the items as columns. The cells in the matrix should represent the interactions between the users and items.  For example, if a user has watched or rated a movie, the cell in the corresponding row and column would have a value to represent that interaction.
· Handle missing values: In some cases, there may be missing values in the matrix, which represent situations where the user has not interacted with a particular item. In such cases, you can either set the value to 0 or use an imputation technique to fill in the missing values.

Overall, constructing a user-item interaction matrix is an essential step in building a recommendation system as it provides the foundation for analyzing user-item interactions and making personalized recommendations.
As previously mentioned, recommendation systems provide the user with personalized advice on issues that may interest them. Systems already help people effectively manage content overload and reduce the complexity of finding the right information. A recommendation algorithm requires three components: 1) a database that stores the characteristics of existing elements, 2) profiles that model user interests, 3) recommendation algorithms that contain personalized suggestions for each user. The first strategy created for the recommendation system was content-based filtering, consisting of suggestions of items similar to those that the user previously liked. But, despite its accuracy, this technique is limited due to the similarity indicators used. Metrics are based on rigid syntax approaches, which can only find similarities between elements that have common attributes. Therefore, approaches that are considered traditional and content-based lead to excessive concretization of sentences, including only those elements that have a very strong resemblance to those known to the user [45]. For instance, if a user has accessed a web page associated with the mobile world, "RAM," content-based filtering will recommend to the user elements associated with the world of electronics. Figure 3.4 shows the role of user-item interaction matrix in the recommendation of the most popular items among the k - nearest neighbors.
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[bookmark: _2lwamvv]Figure 3.4: the role of user-item interaction matrix in the recommendation of the most popular items among the k - nearest neighbors [47]
[bookmark: _a9opxgkpf46]
Figure 3.5 shows the process of starting from identifying the preferred item of user to the search and recommendation of k-nearest items. 
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[bookmark: _111kx3o]Figure 3.5: the process of starting from identifying the preferred item of user to the search and recommendation of k - nearest items [47].

Many methods have specialized options for classifying learners whose purpose is to teach a function that will predict which class a particular document belongs to. Other algorithms will consider the recommendations as a regressive problem in order to teach the function predicting the numerical value, the rating of the document. There are two subtasks when designing a content-based filtering system. The first is to search for a view of documents, elements. The second is to create a profile that will allow invisible documents, elements to be recommended [43]. A content-based user profile is created using a weighted element vector. The weights weigh the importance of each function and element to the user. Importance can be calculated from individually evaluated content vectors using different skills. Content based filtering includes following steps:
· Reduce number of part attributes for recommendation
· Compare feature attributes with active user settings
Hybrid technique - based on using content-based and collaborative filtering techniques by establishing correctness as a forward aspect [48].
An important advantage of this type of filtering is that content-based filtering gives the user independence through the exclusive ratings used when creating a new profile as an active user. The system also provides transparency to the user by explaining how the recommendation system works. Also, the system adequately recommends items not yet reviewed by the user. It will be very profitable for new users. However, creating attributes for elements is itself a difficult task in a specific area. The system also suffers from excessive specialization due to the fact that it represents products of the same type. Sometimes it is difficult to get feedback from users to understand whether the recommendation is correct or not, since users in particular do not rank elements.
Collaborative filtering is the most used method for recommending items to users. The system offers recommendations based on similar users or similar user elements. 
This type of filtering includes two methods: 
· based on the model
· based on memory
The first type of method defines a model in order to explain the interests of users and predict position estimates. The second method first determines similarities between users, and then selects the most similar users as user neighbors in order to make recommendations. The memory-based method provides a significant recommendation. However, computational time increases rapidly with the number of users and elements. In some situations, it is difficult to take action in real time. One of the main problems of collaborative filtering is the time complexity of forming squint groups. Usually, time complexity would be O(k^2) with using k nearest-neighbors, where k is the number of items. The main goal of this method is to calculate pairwise likeness for every user and finding similar users. The alternative method for forming groups is the k-means algorithm.  Figure 3.6 depicts how collaborative information and content information can be used to form a model which will serve to recommend essential items to users.
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[bookmark: _3l18frh]Figure 3.6: Collaborative information and content information combined can form a model [47]
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Figure 3.7 shows the difference between user-user and item-item models.
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[bookmark: _2zbgiuw]Figure 3.7: the difference between user-user and item-item models [47]

Figure 3.8 describes the process of user-item interaction matrix’s formation. It can be seen that the user-item interaction matrix is summation of the reconstructed interactions matrix and reconstruction error matrix.
[image: ]
[bookmark: _1egqt2p]Figure 3.8: the process of user-item interaction matrix’s formation [47]
[bookmark: _yopjwhsdrad2]Entity-relation matching.
[bookmark: _9c07bczgvvgm]Entity-relation matching is a type of matching used in information extraction and natural language processing (NLP) to discover connections between items in a text or document. It has a lot of applications [49]—[61].  Entities can be any interesting entity in a particular environment, including people, places, organizations, or other objects. Identifying and classifying the relationships between these entities in a text, including determining which entities are connected to one another and the type of relationship between them, is known as entity-relation matching.
[bookmark: _m6tnay1si51l]As an illustration, think about the phrase "John works for Apple." The relationship between the two words "John" and "Apple" in this statement is that John works for Apple. Knowing that "John" is an employee and "Apple" is an employer, and that their relationship is that John works for Apple, is known as entity-relation matching.
[bookmark: _o0oirhelss6x]NLP methods like dependency parsing and named entity recognition are frequently used to match entities.  Identification of named entities in a text entails categorizing them into predetermined groups, such as person, group, or location. In dependency parsing, the grammatical relationships between words and entities are determined by examining the sentence’s structure.
[bookmark: _kj7m896nic4o]Once entities have been identified and categorized, entity-relation matching involves analyzing the grammatical structure of a sentence to identify the relationships between entities. This can involve using techniques such as dependency parsing to identify the subject and object of a sentence and the nature of the relationship between them.
[bookmark: _spfjaktur6ys]The process of Named Entity Recognition typically involves the following steps:
· [bookmark: _qef6bi5o0dit]The input text is separated into discrete tokens or words, which serve as the fundamental building blocks of analysis.
· [bookmark: _1azcee19m1pa]Each token is given a part-of-speech tag, such as a noun, verb, adjective, etc., known as a part-of-speech (POS) tag. This process aids in determining the grammatical function of each word in a sentence.
· [bookmark: _ceauyows10ne]The NER system recognizes and categorizes tokens or sequences of tokens that correspond to identified entities in this stage. To identify the entities, it uses a variety of linguistic patterns, guidelines, and machine learning methods.
· [bookmark: _haa1n4bbpt6d]Entity Classification: After being detected, entities are classified into several types or predetermined categories. For instance, in the context of a technology business, a named entity such as "Apple" can be categorized as an organization.
[bookmark: _opi5swidmrw]Named entity recognition can be carried out in a variety of ways:
[bookmark: _yuf1pgtvc8ih]Rule-Based Approach: Named items are identified using established patterns or rules in rule-based NER. These rules, which describe patterns like capitalization, context, surrounding words, or regular expressions, are often hand-crafted by professionals.
[bookmark: _dak38qmifbfg]Machine Learning Approach: In this method, entities are manually labeled in training data before being fed into a machine learning model for analysis. In order to anticipate entities in unseen text, the model learns patterns and features from the labeled data. Conditional Random Fields (CRF), Hidden Markov Models (HMM), and deep learning-based models like Recurrent Neural Networks (RNN) and Transformer-based architectures are examples of popular machine learning techniques used for NER.
[bookmark: _5rqkst7xf0c]NER is used in many different contexts and domains:
· [bookmark: _zglc5q8npj76]Extraction of Information: NER is essential in the process of separating structured information from unstructured text.  For instance, extracting identified items from a news story, such as the names of persons, companies, or places, might aid in summarizing or organizing the data.
· [bookmark: _4scgsabm7m67]Answering questions: NER aids in locating pertinent entities in a query and pulling the relevant response from a corpus or knowledge base.
· [bookmark: _632uyrxqqvjv]Named Entity Linking: To enable more thorough and context-sensitive information retrieval, NER can be used in conjunction with Named Entity Linking (NEL) to link detected named entities with their corresponding entities in a knowledge base or database.
· [bookmark: _1fdn7vljou8i]Sentiment analysis: By identifying named items, tasks involving sentiment analysis can be given extra context. This is because feelings toward particular entities can be examined independently.
[bookmark: _wdifefac5oqy]With the availability of massive labeled datasets, cutting-edge models, and pre- trained language representations like BERT, GPT, and ELMO, NER systems have made considerable strides. These advancements have increased NER’s performance and accuracy in a variety of languages and domains, making it an important tool in information extraction processes and NLP pipelines.
[bookmark: _rsjaeqv44qms]Overall, entity relation matching is an important component of NLP and information extraction, as it helps to identify the relationships between entities in a text, which can be useful for tasks such as text summarization, question answering, and knowledge graph construction.
[bookmark: _bvrvc4tig9g1]
[bookmark: _f5j5dhcy86za]Image matching.
[bookmark: _4t57nvegca7b]Image matching is a process of comparing and analyzing two or more images to determine their similarity or differences. This process is used in a wide range of applications, such as computer vision, image retrieval, image recognition, object tracking, etc. [62]—[75].
[bookmark: _rnnqmsrip87t]Image matching typically involves two main steps: feature extraction and feature matching. Feature extraction involves identifying and extracting relevant features from images, such as edges, corners, and textures, that can be used to represent the image. Feature matching involves comparing the extracted features between images to determine their similarity or differences.
[bookmark: _2nhi4rem0w7i] There are different techniques used for image matching.
[bookmark: _2dc01gzf5km7]Template matching.
[bookmark: _84jpot1jqx6n]In this technique, a template image is matched against a target image to determine whether the template is present in the target image. This technique is useful for object recognition and detection in images.
[bookmark: _jvidiwkdg5ev]Scale-invariant feature transform (SIFT).
[bookmark: _d3a2jedf7oyl]This technique involves extracting features from images that are invariant to scale and rotation, making it useful for object recognition and image retrieval. David Lowe created the Scale-Invariant Feature Transform (SIFT) computer vision technique in 1999. In applications like image identification, object detection, and picture stitching, it is frequently utilized for feature extraction and matching. The main idea underlying SIFT is to locate and describe distinct, strong, and resilient features in an image that are resistant to affine, rotational, and scale-related transformations. The SIFT algorithm entails the following steps:
[bookmark: _a2qir3ndwmcx]Scale-space extrema detection: SIFT builds a scale-space model of the input image first. This is accomplished by applying a variety of Gaussian filters on the image at various scales. The Gaussian filter’s standard deviation is gradually increased to form the scale space. To highlight the areas with noticeable intensity variations, the Difference of Gaussians (DoG) is calculated at each scale by subtracting adjacent scales. Next, suitable feature locations in the DoG are determined by identifying the extrema (local maxima and minima).
[bookmark: _cqeyleh7kpc0]Keypoint localization: SIFT eliminates unstable keypoints that are incorrectly localized or insufficiently specified in order to guarantee proper keypoint localization. This is achieved by removing keypoints with poor contrast or keypoints near borders and comparing each extrema with its surrounding pixels in the scale space.
[bookmark: _rbtw56oxtzng]SIFT gives each keypoint an orientation in order to make the algorithm resistant to picture rotation. Each keypoint computes a local picture gradient, and the nearby neighborhood creates a histogram of gradient orientations. The keypoint’s orientation is chosen to be that which dominates the histogram.
[bookmark: _s29g9wtry71c]Calculation of the keypoint descriptor: SIFT creates a reliable and condensed representation known as the keypoint descriptor to describe the keypoint’s local appearance. The local image gradients and their orientations within a region around the keypoint are used to construct the keypoint descriptor. The descriptor is resistant to changes in light, viewpoint, and partial occlusion since it captures information about the intensity gradients, orientations, and spatial connections.
[bookmark: _sntmff72zb8c]Keypoint matching: After the descriptors for the keypoints in various photos have been calculated, SIFT uses feature matching to determine the relationships between the keypoints in various images. Typically, distance metrics like Euclidean distance or cosine similarity between the descriptors are used for this. Potential matches are those keypoints that have the closest matches.
[bookmark: _rhnspux1v0l1]Due to its capacity to cope with changes in scale, rotation, and affine transformations, SIFT has demonstrated to be a potent technique for feature extraction and matching. It has been extensively employed in a variety of computer vision applications, such as image stitching, 3D reconstruction, object recognition, and image retrieval. Convolutional neural networks (CNNs), an alternate feature extraction technique, have grown in prominence in recent years due to the introduction of deep learning methodologies.
[bookmark: _800j3xatj3ka]Speeded Up Robust Features (SURF).
[bookmark: _bomcs9r4mf06]His technique is similar to SIFT but is faster and more robust to changes in scale and rotation. Herbert Bay et al. invented the computer vision technique known as SURF, or Speeded-Up Robust Features, in 2006. SURF is frequently used in image recognition, object detection, and image stitching applications for feature extraction and matching. By using integral images and estimating the generation of image gradients and descriptors, it seeks to offer a reliable and effective alternative to the SIFT technique.
[bookmark: _5yb15wyuat32]The SURF algorithm entails the following crucial steps:
· [bookmark: _235hvriavcux]Scale-space extrema detection: SURF creates a scale-space representation of the input image, much like SIFT does. It employs a difference-of-Gaussian (DoG) method, which computes the difference between Gaussian-blurred images at various sizes. The image is convolved using an increasing number of Gaussian filters to produce the DoG pyramid. Each pixel in the scale space is compared to its 26 neighbors to identify the extremes in the DoG pyramid.
· [bookmark: _s4slsvsmukvd]Localization of keypoints: SURF uses a Fast Hessian-based approach to localize keypoints. For each pixel in the scale space, the Hessian matrix (second- order derivatives) must be calculated. Potential keypoints are found using the Hessian matrix’s determinant. Then, by comparing the response values with the nearby keypoints, non-maximum suppression is carried out to eliminate unstable keypoints.
· [bookmark: _um6ytdutguas]To achieve rotational invariance, SURF gives each keypoint a specific orientation. Haar wavelet responses are used to assess the area surrounding each keypoint because they can be quickly computed from integral images. Based on the sum of the Haar wavelet responses within various orientation bins, the dominant orientation is identified.
· [bookmark: _udrxs03joc6s]Calculation of the keypoint descriptor: The local intensity distribution surrounding each keypoint is used to compute the keypoint descriptor in SURF. SURF effectively calculates the gradient magnitude and orientation in the horizontal and vertical directions using the idea of Haar wavelet responses and integral pictures. The responses of the Haar wavelet features within a specific area surrounding the keypoint are concatenated to create the keypoint descriptor.
· [bookmark: _zazoyt6h0dbb]Keypoint matching:  After the descriptors for the keypoints in various pictures have been generated, SURF uses feature matching to determine correspondences. When comparing the descriptors of two keypoints, SURF uses a distance metric like the Euclidean distance or the sum of absolute differences (L1 norm). Potential correspondences are those keypoints that have the closest matches.
[bookmark: _ravsp9a1n18t]SURF is superior to SIFT in a number of ways, including computational effectiveness brought about by the use of integral pictures, quicker feature extraction, and scale and affine transformation resistance. It has been used successfully for a number of computer vision tasks, including image stitching, object detection, and image registration. However, similar to SIFT, SURF has recently been partially supplanted by deep learning-based techniques.
[bookmark: _duuj36inzzkz]Convolutional Neural Networks (CNNs).
[bookmark: _9sii7ucytllu]In order to recognize patterns and characteristics in images, a neural network must first be trained. CNNs are employed in a variety of tasks, such as picture segmentation, object detection, and classification.
[bookmark: _vyfq7rvuu701]Convolutional Neural Networks are a particular kind of deep learning algorithm made for processing and analyzing structured grid-like data, like audio spectrograms, movies, and image data. CNNs have shown extraordinary performance in applications including image classification, object identification, and picture segmentation, revolutionizing a variety of fields, particularly computer vision.
[bookmark: _a0f7mab7b32s]The structure of the visual cortex in the human brain, which consists of neurons that respond to particular areas of the visual field, served as an inspiration for CNNs. Similar to this, CNNs are made up of convolutional layers, which are interconnected layers of artificial neurons that can automatically recognize and extract useful information from input data.
[bookmark: _ay5he7m1wffz]Here is a summary of the main features and procedures in a standard CNN:
· [bookmark: _jd2dkyr7ezcw]Convolutional Layers: These layers serve as the foundation of CNNs and carry out the essential convolutional function. Convolution is the process of applying a number of tiny filters, commonly referred to as kernels, to the input data, multiplying the filter weights by the local receptive field element by element, and adding the results to create a feature map.  At various sizes, the filters record spatial patterns and features.
· [bookmark: _xp51uscv7b2d]ReLU (Rectified Linear Unit) is a common activation function that is used element- by-element after convolution to provide nonlinearity to the network. ReLU activation maintains positive values constant while setting negative values to zero to aid CNNs in modeling complex relationships in the data.
· [bookmark: _t6pr39fzpro4]Pooling Layers: The feature maps acquired from the convolutional layers are downsampled using pooling layers. The feature map is separated into non- overlapping sections using the popular max pooling technique, and only the maximum value in each zone is kept. By decreasing the spatial dimensions of the feature maps through pooling, the network becomes more resilient to changes in the input while also requiring less processing power.
· [bookmark: _wv2d785nlli2]Fully Connected Layers: After multiple convolutional and pooling layers, the feature maps that are created are vectorized and sent through fully connected layers, which are similar to traditional neural networks. These layers establish a connection between every neuron in one layer and every neuron in the one above. By combining features from several input regions, they develop higher-level representations and perform tasks such as regression or classification.
· [bookmark: _80p8tgzds9j5]Loss Function and Optimization: CNNs are usually taught using supervised learning, where they pick up new information from instances that have been labeled. The difference between the predicted output and the true label is measured by the loss function. The weights of the network are modified using gradient- based optimization algorithms, such as stochastic gradient descent (SGD) or its derivatives, in a manner that minimizes loss.
[bookmark: _dwc3p7cl7als]The main approach for calculating the gradients of the loss function with respect to the network weights is called backpropagation. The optimization technique then makes use of these gradients to change the weights during training. Up until the network converges to a state where the loss is minimized, the process is repeated iteratively.
[bookmark: _sjve22hr7a6f]The advantage of Convolutional Neural Networks (CNNs) is that they can automatically learn hierarchical feature representations from the incoming data. Deeper layers of the network learn high-level notions like forms and object pieces while early layers collect low-level data like edges and textures. CNNs can model complicated patterns and perform better in tasks like object identification and picture classification due to their hierarchical feature extraction capabilities.
[bookmark: _9zcp2k40efm3]CNNs have developed into a potent tool for a variety of applications beyond computer vision, including natural language processing, speech recognition, and recommendation systems, thanks to developments like transfer learning, where pre-trained CNN models are used as a starting point and fine-tuned on specific tasks.
[bookmark: _ddnbj6hxvyvo]Due to their capacity to extract useful characteristics from organized grid-like data, convolutional neural networks (CNNs) have been used in a broad variety of industries. The following are some significant applications of CNNs:
· [bookmark: _bt6i7h3rms82]Classification of photos: CNNs are excellent at reliably classifying photos into predetermined categories. Applications span from basic image identification (such as classifying objects, animals, or settings) to more specialized fields like medicalimaging, where CNNs can help with disease diagnosis through picture analysis.
· [bookmark: _uk4wi32obd6i]CNNs are frequently used for object identification tasks, where the objective is to locate and identify items within an image. CNN-based object detection models are able to offer bounding box coordinates and class labels for several items in an image, opening up possibilities for use in autonomous vehicles, security cameras, and facial recognition software.
· [bookmark: _s1fe3gqy6yev]CNNs are able to segment images into several areas or objects by giving a name to each pixel. This is helpful in applications that demand a thorough grasp of object boundaries, such as medical imaging for segmenting malignancies, satellite images analysis, and scene interpretation.
· [bookmark: _ckk1fvhwmgtx]CNNs can be used for video analysis tasks like action recognition, where the objective is to recognize and categorize various actions or activities taking place in a video sequence. CNN-based models have applications in video surveillance, video recommend systems because they can learn spatiotemporal patterns and offer insights into video content.
· [bookmark: _jewqq1kxopwy]Medical Imaging: CNN analysis of medical imaging has significantly advanced. They can help with illness diagnosis, the detection of anomalies in X-ray, CT, and MRI pictures, and the prediction of patient outcomes based on imaging data.
· [bookmark: _umm3tkhr782h]CNNs have demonstrated promise in the detection of cancer, the identification of certain diseases, and the support of radiologists’ clinical judgment.
· [bookmark: _j52xpvkcx5my]Natural Language Processing (NLP): CNNs have been used for NLP jobs even though their main use case is computer vision. CNNs can process word or character sequences in text classification, sentiment analysis, and text summarization to extract significant features and generate predictions.
· [bookmark: _f9j2b0gf7dwo]CNNs are essential for autonomous cars to be able to detect and comprehend their surroundings.  They can interpret sensor data from cameras or LiDAR scans to identify traffic signs, detect objects, and help with lane recognition, making autonomous driving systems safer and more dependable.
· [bookmark: _wecjqg18caij]Robotics: CNNs are used in robotics for a variety of tasks, such as grasping and object recognition. Robots can recognize and locate items in their surroundings using CNN-based models, enabling more sophisticated manipulation and navigation capabilities.
· [bookmark: _kzsktrumhr73]In the field of biometrics, CNNs are employed in processes including face, fingerprint, and iris recognition. They are able to extract distinguishing characteristics from biometric data and compare them to reference templates, enabling efficient and safe identification and authentication methods.
[bookmark: _1u15ekdfbok]These are just a few instances illustrating the numerous uses for CNNs in various fields. CNNs are an effective tool for a variety of tasks in computer vision, image analysis, and beyond due to their flexibility, robustness, and capacity to extract meaningful features from structured grid-like data.
[bookmark: _ccx1oy9icpwj]Overall, image matching is a crucial component of computer vision and image processing, as it enables the comparison and analysis of images for various applications, such as object recognition, image retrieval, and tracking.
[bookmark: _8icjud5snwmu]Stable matching.
[bookmark: _3ej28ldgzhb]We can consider elements to be matched as agents. In case if agents provide themselves preference lists, then the problem of matching can be classified according to the following types:
· [bookmark: _y7iinp5gkkfz]one-to-one matching [24]—[27]
· [bookmark: _9bc39nvgvb58]one-to-many matching
· [bookmark: _pz4z5vsaf51c]many-to-many matching
[bookmark: _ay52xz5htgk0]Below, there are outlined descriptions of each type:
· [bookmark: _3y6nvw2irtgb]In one-to-one matching, each element of the first set can be matched only with one element from the other set, and vice versa.
· [bookmark: _88ebq8xbdw8l]In one-to-many matching, each element of the first set can be matched more than one element from the other set.
· [bookmark: _fnyz53mgh8m]In one-to-many matching, each element of the first set can be matched more than one element from the other set, and vice versa.
[bookmark: _4hf3tsaxo63d]
[bookmark: _yjonf2nzmojc]Deferred acceptance algorithm.
[bookmark: _bepzbyl6mx8r]The input data for this matching algorithm is a set for each type of agent and data structure that holds their preferences. Stability always holds in this algorithm. Stability in the context of matching algorithms means that the following conditions hold:
[bookmark: _q2ohgobgjj6m]There is no element in the first set that prefers some other element in the second set over the element to which the element from the first set is already matched
[bookmark: _d99xgvb1aw33]There is no element in the second set that prefers some other element in the first set over the element to which the element from the second set is already matched
[bookmark: _hpsayeml86kf]Gale and Shapley come up with an algorithm to match elements of two sets of equal size together holding the conditions of stability. Assume that there are 2 sets: A and B. Then the algorithm works in the following way:
· [bookmark: _sy8idwdyo24b]Every round, each element of set A makes an offer to be matched with the most preferred element in the set B
· [bookmark: _7uwiolup9hda]Each element of set B evaluates the given offer comparing it with its current candidate in case it has one. In case if the element in set B is not matched or it prefers the offer more than the current matched element from set A, then it accepts the offer. In another case, this element rejects the offer.
· [bookmark: _kzh7qjpp0huo]The algorithm iterates repetitively until the condition of stability will not hold. The first stable matching algorithm was proposed by Gale and Shapley in 1962 [76].
[bookmark: _ddqezbo15vbt]The algorithm was designed to solve the problem of assigning students to colleges based on their preferences.  Since then, many variations of the algorithm have been proposed to solve different matching problems.
[bookmark: _1i180uicahlc]Stable matching algorithms are used to solve the problem of matching two sets of elements. The elements can be people, companies, or any other objects that need to be matched based on their preferences. The algorithm takes as input the preferences of the elements and produces a matching that is stable. A matching is stable if there are no two elements that prefer each other to their assigned partner.
[bookmark: _ooxq92ua6c78]The Gale-Shapley algorithm is the most well-known stable matching algorithm [76]. Each element makes a proposal to their most desired spouse at the beginning of the algorithm. The most appealing proposal of all the ones received is then chosen by each spouse. If a partner rejects an element, the other partner is proposed to until the elements are matched. When all of the elements match, the algorithm is finished.
[bookmark: _2ycmzrfwexhu]In situations where two groups of entities—often referred to as "men" and "women" for historical reasons—need to be matched in accordance with their preferences, the Gale- Shapley method is frequently utilized. It can, however, be applied to any collection of things having preferences.
[bookmark: _txtw2x8cxq2e]Here is a description of the Gale-Shapley algorithm in general terms:
· [bookmark: _d5n8a4avfbep]Initialization: Each entity suggests the alternative from the other set that it finds most appealing. For instance, each guy makes a proposal to the woman who is at the top of his list, and each woman initially maintains track of the offers she has received.
· [bookmark: _io2emnp2hn0x]Acceptance and rejection: After reviewing the proposals, each woman chooses to reject all but one of the potential partners.  The rejected guys then revise their offers by advancing them to their next ideal candidate who has not yet rejected them.
· [bookmark: _qakdcmelvtn0]Iteration: Up until a stable match is made, steps 2 and 3 are repeated repeatedly. Men who have been rejected by women make proposals to their next most favored possibilities while women evaluate their proposals and approve or reject potential suitors at each iteration.
· [bookmark: _f9bsm8k33akg]When no new proposals are presented, the algorithm comes to an end. Now that a stable pairing has been established, each entity is paired with a partner that they can both agree on.
[bookmark: _rje61ugjrzwr]The central tenet of the Gale-Shapley algorithm is that women can accept or reject suggestions made by males based on their preferences. The algorithm assures that each woman receives her most desired spouse among those who propose to her, given their relative positions, by allowing women to have this authority.
[bookmark: _pwirdea49agf]The Gale-Shapley algorithm’s ability to ensure the creation of a stable matching is among its most crucial features.  If no two entities would both choose the other over their current partners, a pairing is regarded as stable. In other words, there aren’t any "unstable" partnerships in which one party would have a reason to break off from the other and form a new pair.
[bookmark: _ibda3zs6g97x]Additionally, the Gale-Shapley algorithm has the advantageous quality of being "man-optimal." According to the proposing entities’ (in this case, the men’s) perspective, the final pairing represents the greatest possible match they could make based on their preferences and the responses of the other entities.
[bookmark: _e4uqerny6lka]Overall, the Gale-Shapley algorithm offers a methodical and effective strategy for resolving the stable matching problem. It has been used in a number of fields, such as college admissions, job placement, and matchmaking services. It is a widely used algorithm in the field of matching theory because of its fairness, simplicity, and guarantee of stability.
[bookmark: _hpohbjd3jinb]Applications for stable matching algorithms can be found in many industries. These algorithms are employed in economics to match medical residents with hospitals, students with institutions, and employees with businesses. Stable matching algorithms are employed in online dating and job marketplace matchmaking systems in computer science. These algorithms are used in social sciences to research labor marketplaces and marital patterns.
[bookmark: _7hmbkdqvr01u]In numerous disciplines, stable matching algorithms have been employed for a long time to address matching issues. The most well-known algorithm is the Gale-Shapley one, which has been used to solve numerous problems in the real world. To create reliable matching algorithms that are more precise and efficient, more study is required.
[bookmark: _ep3zwkfm6jqr]In real-world circumstances where matching or pairing entities based on preferences are necessary, stable matching algorithms have several uses. The following are some significant applications:
· [bookmark: _t0kkljr242qy]Job placement: Processes for placing employees, such resident matching programs for medical students (like the National Resident Matching Program in the US), and use stable matching algorithms. According to their compatibility and preferences, the algorithms assist in matching medical students with hospitals. In other areas, matching job seekers with potential employers also involves algorithms.
· [bookmark: _dmjrs9a0to3o]Stable matching algorithms can be used in college applications to match individuals with institutions or universities based on their choices and entrance requirements. This helps to minimize disappointment and keep the admissions process stable by ensuring that both students and educational institutions receive an equitable distribution.
· [bookmark: _eyp7q0isusr3]Stable matching algorithms can be used to pair people according to their preferences, such as lifestyle, sleeping patterns, and interests, when assigning roommates in shared housing situations or dorms. This promotes harmony and lessens hostility between housemates.
· [bookmark: _tokcgwio9xri]Stable matching algorithms are used in the context of organ transplantation to match available organs with patients in need of transplants. The algorithms calculate the best distribution of organs, optimizing the overall success probability of transplants, taking into account elements including medical compatibility, urgency, and patient preferences.
· [bookmark: _9h657hd6d9o7]School Choice Programs: To match students with their selected schools, school choice programs use stable matching algorithms. In order to provide an equitable and effective distribution of students to schools, these programs take into account both student preferences and admissions regulations, avoiding instances in which kids are left without any viable school options.
· [bookmark: _wd9c6isvq2mm]Online dating platforms: To match people based on their likes, hobbies, and compatibility, online dating platforms can utilize stable matching algorithms. The algorithms seek to produce matches that are mutually satisfactory and raise the likelihood  that  a  long-term  relationship  will  succeed  by  taking  into  account the interests of both persons.
· [bookmark: _4xoxz75ejzi8]Ride-sharing Services: The matching of drivers and passengers in ride-sharing services can be optimized using stable matching algorithms. The algorithms try to make effective and satisfying matches by taking into account the location, distance, and preferences of both drivers and passengers, resulting in a more pleasant ride- sharing experience.
[bookmark: _w031mico0i0i]
[bookmark: _fxgudypfpb91]3.2 K-means algorithm
[bookmark: _a70eqd2qdetk]K-means is a flexible and simple unsupervised classification technique, in other words it is a type of cluster algorithm [46] on the basis of dividing. This algorithm was suggested by J.B.MacQueen in 1967 [48] and can be engaged in binarization [77]. Binarization in particular is used to recognize handwritten text. This method allows you to more accurately archive recognized text for a printed document, and more accurate and fast binarization, as well as segmentation methods, allows you to obtain high accuracy. In these cases, the k-means algorithm is used [78] [79]. The main intention of this algorithm is to divide the data set into different clusters so that the objects in the cluster are similar to each other, and the objects in different clusters differ according to predetermined criteria [80]. And commonly used in pattern acceptance, mining of data and image recognition [46]. Also, there are some problems which can be or solved by using k-means algorithm in different types (with evaluation, modified version, improved version and so on):
· [bookmark: _3ced0br6a5ib]Internet of acoustic environment characteristics
· [bookmark: _jaradl5umea1]Clustering analysis
· [bookmark: _9ejjln7wtkvv]Discriminative subspace clustering
· [bookmark: _8iw6akmku13]Global binarization methods
· [bookmark: _tooiu1ovict5]Image Recognition
· [bookmark: _yy5bt3k8ow7]Geyser’s Eruptions Segmentation [77][80][81][82] and so on.
[bookmark: _etrujwe8s9ts]The main elements on which the algorithm is based are index, square-error and error criterion. The fundamental k-means algorithm served as the foundation for numerous further techniques. The medoid, which is the object nearest to the center, and the median were substituted for the elements in the basic k-means in k-medoids and k-median [80]. These algorithmic forms are variations of the k-means algorithm [83]. Many research used a cosine metric, often known as spherical k-means, in place of Euclidean distance to handle text data problems [80]. Three categories can be used to categorize algorithms that might be classified as k-means algorithms: weighted matrix; vector; various features have varying degrees of bias in actual requests.
[bookmark: _b8rn0kkj5a8f]However, because there are no weight algorithms of type k-means that treat all characteristics equally in the process of decreasing cluster dispersions, several types of feature selection and weighting approaches have been proposed in numerous clustering procedures [80]. Assume we have a set of data that needs to be divided into K separate clusters. The k-means clustering algorithm, which is based on iterative techniques, can be used to tackle such a problem. The algorithm is divided into two major phases. We start by randomly initializing k cluster centroids. The centroid is the cluster's center point. The first step is to allocate each data point to the closest cluster by computing the distance between data points and centroids.
[bookmark: _9e9fo8s71mlv]Second step: recalculate centroids of those clusters. And those steps we repeat until we reach some converged point. At the beginning it was mentioned “nearest” to the cluster. This implies some sort of distance measure. Usually the algorithm used Euclidean distance, but the algorithm will work slowly for very large datasets. Performance of your implementation will depend on the distance measure you choose. Let’s look at the example with using k-means in image. In image processing, the technique divides picture pixels into a specific number of clusters, with each cluster represented by a centroid [84]. Figure 3.9 depicts structures before and after k-means execution. As can be seen, in the first portion, all points are dispersed randomly with no clusters, however after clusterisation, data points are distributed in three clusters. 
[bookmark: _k0esvfq6e7td]
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[bookmark: _2r0uhxc]Figure 3.9: Process flow of K-Means [85]
[bookmark: _4tpirst3509]
[bookmark: _b3eqn5nm78wt]Figure 3.10 illustrates the first step of the execution of k-means algorithm. Initially the data points are just set or accepted as input data.
[bookmark: _axfonldjatan]
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[bookmark: _1664s55]Figure 3.10: Process flow of K-Means [85]
[bookmark: _gemcpfgute3w]Figure 3.11 shows the second step of the execution of k-means. In this case, k centroids are to be found which will be used for further calculations and clusterization at the end.
[bookmark: _8btami54pzt6]
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[bookmark: _3q5sasy]Figure 3.11: Process flow of K-Means [85]
[bookmark: _agwwiliyf88i]
[bookmark: _aplx6e8m2gsa]Figure 3.12 illustrates the next step of the execution of k-means algorithm. Here we can observe that two centroids have been set. Our next step involves identifying the nearest k-point or centroid for each data point in the scatter plot. This can be achieved through mathematical calculations that determine the distance between two points, a concept we have previously studied. Once the nearest centroid is identified, we will draw a median between the two centroids. An example of this step is illustrated in the image.
[bookmark: _5yot0pmzjax4]
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[bookmark: _25b2l0r]Figure 3.12: Process flow of K-Means [85]
[bookmark: _6p1bjqtwbaqn]Figure 3.13 illustrates the next step of the execution of k-means algorithm. Our next step involves assigning each data point in the scatter plot to the nearest k-point or centroid. To do this, we will use mathematical techniques that we have learned to determine the distance between two points. Once we have identified the closest centroid for each point, we will draw a line connecting the two centroids. Refer to the image for reference.
[bookmark: _z12133e1giup]
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[bookmark: _kgcv8k]Figure 3.13: Process flow of K-Means [85]
[bookmark: _lirdn0n01d5v]
[bookmark: _neqtfq65snkj]Figure 3.14 depicts the following step in the k-means algorithm execution. Because our goal is to find the cluster that is closest to each data point, we will repeat the procedure by choosing a new centroid. To find the new centroids, we will compute the centers of gravity for the old centroids and utilize this information to find the new centroids, as shown.
[bookmark: _3nhxfnfwm3no]
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[bookmark: _34g0dwd]Figure 3.14: Process flow of K-Means [85]
[bookmark: _jbms5atxswj3]
[bookmark: _e4nwdom0ntso]Afterward, we will reallocate every data point to the updated centroid. To achieve this, we will iterate the same procedure of determining a median line. 

[image: ]
[bookmark: _1jlao46]Figure 3.15: Process flow of K-Means [85]
[bookmark: _gjarqvujfu45]A yellow point is located on the left side of the line, whereas two blue points are located on the right side of the line, as seen in Figure 3.15.  As a result, as shown in Figure 3.16, these three points will be assigned to new centroids.
[bookmark: _mwi3zwlih0ep]
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[bookmark: _43ky6rz]Figure 3.16: Process flow of K-Means [85]
[bookmark: _7c41y5l5oysw]
[bookmark: _wtfx19nax2hu]The process will be repeated to locate the center of gravity of centroids, resulting in new centroids depicted in Figure 3.17.
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[bookmark: _2iq8gzs]Figure 3.17: Process flow of K-Means [85]
[bookmark: _emfd6vxhq99p]
[bookmark: _ks05lhdafl22]After obtaining the new centroids, we will draw a new median line and reassign the data points accordingly, resulting in an update as can be seen in Figure 3.18.
[bookmark: _x8vc1bbef1qr]
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[bookmark: _xvir7l]Figure 3.18: Process flow of K-Means [85]
[bookmark: _lx5zfyfemose]Looking at Figure 3.19, we can observe that there are no disparate data points present on either side of the line, indicating that our model has been established. So there are no distinct or different data points located on one side or the other of the line, which suggests that our model has been successfully established.
[bookmark: _6qvhw1ai19tm]
[image: ]

[bookmark: _3hv69ve]Figure 3.19: Process flow of K-Means [85]
[bookmark: _bebj1goqk6j]
[bookmark: _cafcx6rsnb4j]Now that our model is prepared, we can eliminate the supposed centroids, and the two clusters that remain will appear as depicted in the Figure 3.20.
[image: ]

[bookmark: _1x0gk37]Figure 3.20: Process flow of K-Means [85]
[bookmark: _w8jgop7j3ncj]
[bookmark: _y1zy4lfgpm7p]Improved K-means algorithm.
[bookmark: _opcbox7ctld4]To establish the initial focal points in clustering, a hybrid approach can be employed by combining the algorithms of the greatest minimum distance and traditional k-means. This combined approach aims to leverage the strengths of both methods and address the limitations inherent in each.
[bookmark: _k22houl23072]The traditional k-means algorithm is known for its simplicity and effectiveness in partitioning data into clusters based on the minimization of intra-cluster variance. However, its performance can be sensitive to the initial selection of cluster centroids.
[bookmark: _babs5rpz55o3]The algorithm of the greatest minimum distance, on the other hand, focuses on determining the optimal distance between data points, aiding in the identification of suitable cluster centers.
[bookmark: _jjkdshtunqw]The combined strategy tries to improve the determination of initial focal points by integrating these two algorithms, thereby improving the clustering process. During the selection process, the goal is to alleviate the obstacles associated with a high number of prospective focal areas.
[bookmark: _a7pwwjy6cnn5]This improved algorithm, which is the result of combining the greatest minimum distance and traditional k-means, is intended to provide a more robust and efficient solution to clustering problems, contributing to better overall cluster quality and addressing issues related to focal point selection [86].
[bookmark: _vyqvcwyqdw12]
[bookmark: _vcfbacxa77gc]Gray K-means algorithm.
[bookmark: _yrpjottxl0em]There are numerous K-means clustering techniques available nowadays. For example, the Gray K-means method [87] is based on gray relational analysis. We have phrases like the balanced closeness degree of the i-th comparison sequence in gray relational analysis. The main distinction between Gray K-means and K-means clustering algorithms is that distance in Gray K-means is calculated using a balanced closeness degree. We should define two terms: gray relational degree as denoted by and entropy relational degree as denoted by E. For example, we have a gray relational factor set called X, and the first member of X is used as a reference sequence. It is used as a comparison sequence [88].
[bookmark: _cpsbjjqmacvx]By using a balanced closeness degree for calculating distance Gray K-means algorithm takes both the closeness of the points and the global indiscriminate [89].
[bookmark: _9g070gq3ozu]
[bookmark: _q6ibq4czj7rr]Weighted K-means algorithm.
[bookmark: _za8t8m8twxsk]Weighted K-means algorithm with the main idea that data points with the bigger weight can attract centroids to them. Distinction with the original one is that you calculate centroid based on weights of data points. According to the article of Joshua Zhexue Huang to divide data into k clusters then minimize the objective function [90]:
[bookmark: _67dk6vqh8tkk]Let’s add to the function P the new variable W, which will be weights for variables. To improve the algorithm so that noisy environments and large numbers of different sample sized clusters don’t affect the result, we can replace Euclidean distance with the exponential distance [91]. Consequently k-means is a variety algorithm with different types and methods of implementation. Also, we can infer that the k-means algorithm is easy to implement and every cluster is declared by centroids or focal points [92-93]. The improved algorithm enhances the efficiency and convergence rate of the cluster focal point. In terms of cluster accuracy and stability,  the  improved  algorithm  is  better  than  the  basic  one. Benefits are noticeable for large scale problems [94].
[bookmark: _902s9w5nak2s]
[bookmark: _g8ax9lffr9zm]
[bookmark: _pilanb6woty9]
[bookmark: _k7tvlelaiazu]4. Supervisorship System Experiments

This chapter presents experiments related to the supervisorship system. It includes four experiments focused on matching students to supervisors using various metrics, such as workload balance, preference satisfaction, compatibility score, and more. There was a conducted multidimensional comparison of these algorithms and discussions. The algorithms used in these experiments are One-to-Many Gale-Shapley, K-Means, Collaborative Filtering, and Genetic Algorithm.
Figure 4.1 shows the general outline of steps undertaken in the methodology process. It depicts the usage and connnections of datasets and algorithms in the implementation of objectives of the work.
General approach for the conduction of the above-mentioned experiments to match students to supervisors is the following:
· Used 8 criteria of student-supervisor relationship where each value is from 1 to 5 from Dataset 1 for 4 algorithms and Dataset 2 (1403 records) for collaborative filtering algorithm;
· Summed up all criteria’s which denote the perception value of student/supervisor (Q);
· Standardized Q value by scaling to unit variance;
· Executed 4 algorithms (one-to-many Gale Shapley, K-Means, Collaborative Filtering, genetic algorithm) and measured results in terms of metrics: preference satisfaction, time complexity, space complexity, balance of workload, minimum workload, maximum workload, compatibility score.
In addition to the above-mentioned experiments, there was a performed additional experiment, including an association analysis of student-supervisor perceptions and a time series linear regression-based model that predicts student productivity based on past data after using the built supervisorship service.
[image: ]
[bookmark: _rjefff]Figure 4.1: Supervisorship system

[bookmark: _78m4n0x768kp]4.1 Datasets
[bookmark: _ggj6zs89ahs5]4.1.1 Dataset 1: Perceptions of Student-Supervisor Relationship
This dataset focuses on exploring perceptions of a proper student-supervisor relationship. The data was collected through a questionnaire consisting of both general and specific questions related to the person and their perceptions of the student- supervisor relationship. The general questions include whether the person is a student or supervisor and the university.
The particular questions are given as statements and pertain to opinions about what constitutes a good student-supervisor relationship. On a scale of 1 to 5, respondents were asked to indicate how much they agreed or disagreed with these statements. The statements outline the supervisor's duties, which include choosing a research topic, choosing a suitable theoretical framework and methodology, creating a suitable program and schedule for the student's research and study, upholding a strictly professional relationship, insisting on frequent meetings, making sure the student is working consistently and on task, demanding to see all drafts of the work, and, if needed, helping with the thesis writing and making sure the presentation is faultless. It is thought of these variables as discrete quantitative variables. The questions for defining perceptions were used from [95]. However, this perceptions do not imply that student will not follow individual plan signed by scientific supervisor and the general rules will not be violated.
Overall, 130 records were collected, where 110 are from undergraduate students and 20 records are from supervisors. 55
The matching based on perceptions, were done on matching students to supervisors sharing a set of common research areas.

[bookmark: _upcb74wc7u2r]4.1.2 Dataset 2: For recommendation system
An open-source dataset [96] was used for this dataset. It consists of 1403 records, where each record corresponds to a supervisor and their associated characteristics such as university, faculty, panel, and expertise. 
Table 4.1 shows a list of universities from which data was collected.
[bookmark: _48pi1tg]Table 4.1: List of Universities in Dataset 2

	University
	Count

	Aix-Marseille Universit´e
	305

	Sapienza Universit`a di Roma
	258

	Universidad Aut´onoma de Madrid
	180

	University of Glasgow
	167

	Universit´e libre de Bruxelles
	167

	National and Kapodistrian University of Athens
	129

	Stockholms universitet
	97

	Eberhard Karls Universita¨t Tu¨bingen
	74

	University of Bucharest
	26



[bookmark: _98et4v5ol81z]4.1.3 Dataset 3: To Predict Productivity of Students
Real-time data gathered from students over 5 weeks was used to predict the productivity of students according to their last progress by using a time series model with linear regression. Each value represented productivity for a day, where productivity is 100 if the student spent the specified number of hours on a task or more. The data is represented as shown in Table 4.2.

	Week 1
	Week 2
	Week
	3
	Week 4
	Week 5

	100
	75
	100
	
	50
	100

	0
	50
	25
	
	50
	75

	100
	25
	100
	
	40
	50

	0
	75
	100
	
	40
	50

	0
	25
	100
	
	40
	50

	0
	50
	100
	
	40
	50

	0
	25
	25
	
	40
	50

	50
	25
	50
	
	40
	50

	60
	25
	40
	
	40
	50

	40
	25
	40
	
	40
	50

	100
	25
	100
	
	40
	50


Table 4.2: Productivity Data

[bookmark: _qj6a6sc1qm37]
[bookmark: _d79w9o1ql1co]4.1.4 Dataset 4: Comparing preference satisfaction with students without the matching algorithm
To compare preference satisfaction of students which were matched by the use of the algorithm, and those without, there was collected data from students which were matched without algorithms. 
The questions consisted of the following ones:
1. To what extent do you believe you and your supervisor share the same opinion regarding the responsibility for selecting a research topic? (1 to 5)
2. How much responsibility do you think you and your supervisor should have in deciding the most appropriate theoretical framework and/or methodology for your research? (1 to 5)
3. On a scale of 1 to 5, how responsible do you feel you and your supervisor are for developing an appropriate program and timetable for your research and study?
4. In your opinion, to what extent do you and your supervisor view the student-supervisor relationship as purely professional, with no room for personal relationships to develop? (1 to 5)
5. Rate the importance, on a scale of 1 to 5, of having regular scheduled meetings between you and your supervisor.
6. How crucial do you think it is to regularly check that you are working consistently and staying on task, on a scale from 1 to 5?
7. On a scale of 1 to 5, how much do you agree that there should be meetings to review all drafts of your work to ensure you are on the right track?
8. To what extent do you believe regular meetings are necessary to assist in the writing of your thesis and ensure that the presentation is flawless? (1 to 5)
[bookmark: _vcjzngunij4]
[bookmark: _oem30e9iwdnx]4.2 One-to-Many Gale-Shapley approach
[bookmark: _sratnvi4a6wt]4.2.1 Explanation and Used Dataset
[bookmark: _vn1e7hrqet7r]For this experiment, there was utilized Dataset 1, which is related to perceptions of student- supervisor workflows. The algorithm used is an implementation of the "One-to-Many Gale-Shapley" algorithm, a variant of the classic Gale-Shapley algorithm used to solve the stable marriage problem. In this context, it focuses on matching students to supervisors based on their preferences. The algorithm works as follows:
· [bookmark: _dyo4m6iuln9u]Initialization: Two dictionaries are used: student_to_supervisors to store current assignments and supervisor_to_students to store assigned students. Additionally, a list called free_students contains all students initially.
· [bookmark: _qd6lok30ez2y]Main Loop: The algorithm enters a while loop that continues while there are free students. Inside the loop, a student is selected from the free_students list, usually the first one. The student’s preference list, student_pref_list, is obtained from the students_preferences dictionary.
· [bookmark: _ehvb2yh2fwok]Processing Student Preferences: The algorithm iterates through the student’s preference list, which contains pairs of (supervisor, student_pref_score).
· [bookmark: _kwvm3gbz1bin]Checking Supervisor Capacity: For each supervisor in the student’s preference list, the algorithm checks whether the supervisor can accept more students. This is determined by comparing the number of students currently assigned to the supervisor with a predetermined limit, often based on the ratio of students and supervisors.
· [bookmark: _oohfmwxsesdd]Assignment Decision: If the supervisor has room for the student, the algorithm proceeds to check whether the supervisor prefers the current student over any of their current students. It iterates through the supervisor’s current students, comparing their preferences using the preferences of supervisors dictionary. If the supervisor prefers the new student (prefers_new_student is True) and there is a current student to replace (current_student is not none), it removes the current student from the supervisor’s list and makes the current student free again.
· [bookmark: _6hbxx1s4ycro]Final Assignment: Finally, the new student is added to the supervisor’s list, signifying their assignment to that supervisor. The assignment is updated in the student_to_supervisors dictionary. The loop continues until there are no more free students.
· [bookmark: _9t2b3vkoatke]Return: The function returns the student_to_supervisors dictionary, which contains the final assignments of students to supervisors.
[bookmark: _wwkp87k2qvm]This algorithm effectively matches students to supervisors based on their preferences while ensuring that supervisors do not exceed their capacity, resulting in a stable assignment. It adapts the Gale-Shapley algorithm to solve this one-to-many matching problem.
[bookmark: _j14338gmx4ic]4.2.2 Results
[bookmark: _gm6o40c1fm8z]Table 4.3 shows the experimental results related to the application of the Gale-Shapley algorithm in matching students to supervisors. According to experimental results, the obtained values indicate relatively good results, which include relatively high preference satisfaction (0.74) and relatively good time and space complexities.

	[bookmark: _184mhaj]Metric
	Value

	Preference Satisfaction
	0.74

	Balance of Workload
	0.5

	Time Complexity
	O(num_students × num_supervisors)

	Space Complexity
	O(num_students + num_supervisors)

	Maximum Workload
	6

	Minimum Workload
	3

	Compatibility Score
	0.46


Table 4.3: Summary of Metrics of One-to-Many Gale Shapley
[bookmark: _8v6ve4kb5sac]4.3 Collaborative Filtering Approach
[bookmark: _t19mhcuopn07]4.3.1 Explanation and Used Dataset
For these experiments, we used Dataset 1 related to perceptions of student-supervisor workflows and Dataset 2.
Explanation of Experiment on Dataset 1
· Initialization:
· User-item matrix: Each row corresponds to a student, and each column corresponds to a supervisor. The values in the matrix indicate the strength of preference.
· Similarity matrix: The rows correspond to students, and the columns correspond to supervisors. The values in this matrix represent how similar each student is to each supervisor.
· For each student, the algorithm calculates a set of similarity scores by taking the dot product between the similarity matrix and the student’s preferences. These scores represent how well each supervisor matches the student’s preferences.
· The supervisor with the highest similarity score is selected as the best match for the student.
Explanation of Experiment on Dataset 2
· Loads a dataset of supervisors’ expertise from a CSV file.
· Utilizes TF-IDF vectorization to convert text expertise into numerical vectors.
· Defines student interests and calculates cosine similarities between student interests and supervisor expertise.
· Specifies student and supervisor preferences.
· Generates recommendations for students based on cosine similarity and calculates Preference Satisfaction (PS) for each recommendation.
· Based on student preferences, this approach produced results for a given student.
[bookmark: _d5rlnxas0rn]4.3.2 Results
Table 4.4 shows the experimental results related to the application of collaborative filtering in matching students to supervisors. According to the experimental results, the obtained values indicate poor balance of workload but relatively good preference satisfaction.

	[bookmark: _1ljsd9k]Metric
	Value

	Preference Satisfaction
	0.8

	Balance of Workload
	0

	Time Complexity
	O(num_students2 · num_supervisors)

	Space Complexity
	O(num_students × num_supervisors)

	Maximum Workload
	61

	Minimum Workload
	0

	Compatibility Score
	0.24


Table 4.4: Summary of Metrics of Collaborative Filtering
Experiment on Dataset 2.
Considering that Dataset 2 has data only related to supervisors, it was used only as an additional experiment in the context of the algorithm of collaborative filtering.
Below there is an example of list of recommended supervisors for a student given his preferences.
· PROTIERE C
· Salvatore D’Amore
· Sandrine Detandt
· Luisa Santos Pastor
· Noret, Joel
[bookmark: _u5sdnq7cd4bd]4.4 Genetic algorithm approach
[bookmark: _s9nmofc3q63o]4.4.1 Explanation and Used Dataset
For this experiment, we used Dataset 1 related to perceptions of student-supervisor workflows. This approach uses a genetic algorithm to optimize student-supervisor assignments. It iteratively improves assignments over generations by selecting the best solutions, creating new assignments through genetic operations, and selecting the best assignment based on fitness. The final assignment is applied to student data.
[bookmark: _cl4e4u1am5xx]4.4.2 Results 
Table 4.5 shows the experimental results related to the application of the genetic algorithmic approach in matching students to supervisors. According to the experimental results, the obtained values indicate high preference satisfaction but also complex time and space complexities, and a low compatibility score.

	[bookmark: _3x8tuzt]Metric
	Value

	Preference Satisfaction
	0.91

	Balance of Workload
	0.16

	Time Complexity
	O(num_generations · population_size · num_students)

	Space Complexity
	O(population_size ·  num_students)

	Maximum Workload
	12

	Minimum Workload
	2

	Compatibility Score
	0.04


Table 4.5: Summary of Metrics of Genetic Algorithm Approach

[bookmark: _fr4u1zq3q7tt]4.4 K-Means approach
[bookmark: _rem7tlaam2yb]4.4.1 Explanation and Used Dataset
For this experiment, we utilized Dataset 1, which is related to perceptions of student- supervisor workflows. The K-Means clustering approach involves the following actions:
· Separation of Data: Based on a specific column value, the dataset is divided into two groups: students and supervisors.
· Cluster Identification: The algorithm determines the number of clusters (groups) into which it wishes to classify supervisors and students.
· Student K-Means Clustering: Students are grouped using the K-Means clustering technique, based on a specific property, the "Q" values.
· Clustering via K-Means for Supervisors: K-Means clustering is employed to group supervisors based on the same attribute, the ’Q’ values, as it does for students.
· Enhancing Data with Cluster Information: Based on the findings of the clustering, supervisors and students are allocated to particular clusters.
· Matching Students to Supervisors: Students are assigned to supervisors who belong to the same cluster, likely with the goal of making assignments based on similar characteristics.
[bookmark: _85l5hbu68hvo]4.4.2 Results 
Table 4.6 displays the experimental results related to the application of K-Means in matching students to supervisors. According to the experimental results, the obtained values indicate relatively mediocre results. However, the time and space complexity is relatively better than applications of other algorithms.


	[bookmark: _upglbi]Metric
	Value

	Preference Satisfaction
	0.34

	Balance of Workload
	0.2

	Time Complexity
	O(num_students × num_supervisors)

	Space Complexity
	O(num_students + num_supervisors)

	Maximum Workload
	15

	Minimum Workload
	3

	Compatibility Score
	0.23


Table 4.6: Summary of Metrics in K-Means
[bookmark: _5bgxwgp7gcdw]4.5 Predicting productivity of students by supervisors
[bookmark: _14zd2fzace1p]4.5.1 Explanation and used dataset
There was used dataset 3 to predict productivity of students based on their last progress. The supervisorship web service was tested on a 5-week thesis implementation by a student working with his supervisor. For 5 weeks, the student's production was [100,75,100,50,100]. Productivity was calculated to be 100 per week if a student completed at least 5 hours of work from the task list each week. 
[bookmark: _o75q7l2lhi41]4.5.2 Results
Figure 4.2 depicts the display of a time series linear regression model that was used to predict student productivity in thesis implementation. MAE is a measure of the average absolute differences between expected and actual values. An MAE of 18.0 indicates that the model's predictions differ from the actual data by 18 percentage points on average. The lower the MAE, the more closely the model's predictions match the actual results. MAE was determined to be 18.

[image: ]
[bookmark: _rjefff]Figure 4.2: Predicting productivity of students 
[bookmark: _f3pqjpz17ak5]4.6 Association analysis
[bookmark: _eal7js2pxwoc]4.6.1 Explanation and used dataset
[bookmark: _ibpgkrfvlzrv]Dataset.
[bookmark: _n6g9iyu2uhcy]For this experiment, there was used dataset 1 related to perceptions of student- supervisor workflows.
[bookmark: _pv78ayfnsisf]Explanation.
[bookmark: _86zgtkv25czd]Association analysis is a data mining technique that identifies patterns or relationships between items in a dataset. It helps to find interesting associations or correlations between variables in a large set of data. Association analysis is based on the idea that if two or more items occur together frequently, then they may be related in some way.
[bookmark: _tb1u0e703q6r]Association analysis has numerous applications, including market basket analysis, consumer behavior analysis, medical diagnostics, and recommendation systems [8], [97]—[105].
[bookmark: _pwhykioc1dn0]Association analysis can be used to explore the relationship between numerous elements that affect the student-supervisor interaction in the context of student-supervisor perceptions. It can be used, for example, to determine whether there is a link between a supervisor's obligation to choose a research topic and the student's opinion of the supervisor's involvement in designing an acceptable program and timetable of research and study for the student. It is possible to find places where the student-supervisor relationship can be enhanced by detecting such relationships.
[bookmark: _yca60r2vejhd]Association analysis can also be used to identify frequent itemsets and association rules that can help to understand the preferences and behavior of students and supervisors.  This information can be used to develop better programs for students and to improve the quality of supervision provided by supervisors. In general, association analysis can provide insights into the underlying relationships between different factors and can help to develop strategies for improving the student-supervisor relationship.
[bookmark: _85du4gxsvkqa]To make association analysis, BigML service has been used. BigML.com is a cloud- based platform that offers machine learning and predictive modeling tools to businesses and individuals without requiring specialized technical skills. The platform allows users to easily upload and preprocess data, create and compare models using a variety of algorithms, and generate predictions and insights in real time. The platform also offers advanced features such as anomaly detection, cluster analysis, and time series forecasting. Overall, BigML.com enables users to make data-driven decisions and gain insights from their data in a simple and user-friendly manner [106].
[bookmark: _lb61c9i7ygli]The Apriori algorithm is a popular algorithm used for generating frequent itemsets and mining association rules in data mining. It uses a "bottom-up" approach, where frequent subsets of items are identified, and then the algorithm works its way up  to  larger  sets  of items, eventually identifying all frequent itemsets.
[bookmark: _inr9fpi1ud4d]The algorithm works in two main steps:
· [bookmark: _yelwitoaqcov]Finding Frequent Itemsets: The method first searches the database for items that appear more frequently than a predetermined minimum support level in order to find frequent itemsets. These frequently found items are then used to generate candidate itemsets of size two, which consist of pairs of items. Next, to identify frequently occurring itemsets of size 2, these candidate pairs are cross-referenced with the database. Iteratively increasing the size of the itemsets, this process continues until further frequent itemset generation is impossible.
· [bookmark: _ojxa7yqxfnav]Generate association rules: Once the frequent itemsets have been identified, the algorithm generates association rules by examining each frequent itemset and identifying all possible non-empty subsets. The confidence of each rule is then calculated, and only those with a confidence above a specified minimum confidence threshold are output as association rules.
[bookmark: _5goq61h6xuu5]Factors to be used in this association analysis:
· [bookmark: _f8v9d48y5wse]A = How much do you agree that the supervisor should choose the research topic?
· [bookmark: _w34mhfuztw5w]B = How much do you agree that the supervisor(s) determine the best theoretical framework and/or methodology?
· [bookmark: _a2jhbd8jd9z6]C = How much do you agree that the supervisor(s) should create a suitable research and study schedule and program for the student?
· [bookmark: _2xeyyhfjnzuc]D = To what extent do you believe that connections between students and supervisors should only be professional in nature and shouldn't get personal?
· [bookmark: _4gpz0cjffia]E = How much do you agree that the student and/or supervisor(s) should have regular meetings?
· [bookmark: _52dizrqi5ciz]F = How much do you agree that the supervisor(s) should make sure the student is consistently and on task on a frequent basis?
· [bookmark: _ox43ld9v5tep]G = How much do you agree that in order to make sure the student is on the right track, the supervisor(s) should insist on reviewing all revisions of the work?
· [bookmark: _ibrvc9aynd9k]H = To what extent do you believe that the supervisor(s) should make sure the presentation is excellent and should help with thesis writing if needed?
[bookmark: _12ryzwcg9nrn]4.6.2 Results
[bookmark: _ssofbowksoe6]Table 4.7 presents the results of association rule mining between supervisor behaviors. The table includes five columns: Antecedent, Consequent, Antecedent Coverage, Support, and Confidence. Antecedent and Consequent refer to the supervisor behaviors that are being analyzed. Antecedent Coverage refers to the number of transactions in which the Antecedent occurs. Support refers to the number of transactions in which both Antecedent and Consequent occur.  Confidence refers to the percentage  of  transactions  in  which  the consequent occurs when the Antecedent also occurs.
[bookmark: _ewvujb5rpkyo]Antecedent and consequent are terms used to describe the two parts of an association rule. The antecedent represents the condition or attribute that is used to predict the consequent, which is the outcome or consequence of the antecedent. For example, in a supermarket, a customer who purchases bread (antecedent) is likely to purchase butter (consequent). Understanding the antecedent and consequent can help businesses identify complementary products and improve their marketing strategies.
[bookmark: _f00rejqzxwd4]Another significant statistic in association analysis is antecedent coverage, which measures the proportion of transactions that contain the antecedent of a rule. A high antecedent coverage shows that the antecedent is a popular item in the dataset, implying that the rule is more credible. A poor antecedent coverage, on the other hand, may signal that the rule is insignificant or that further inquiry is required.
[bookmark: _ppdoge5rtd46]Support is a metric that measures how frequently an itemset or rule appears in a dataset. It is calculated by dividing the total number of transactions in the dataset by the number of transactions that contain both the antecedent and consequent of a rule. 
[bookmark: _ll2z9uiy93ny]A high support value indicates that the rule is frequent, and the itemset is popular in the dataset. Therefore, it can be used for identifying important items and improving recommendation systems.
[bookmark: _80a4znnafp4g]Confidence is a metric that shows the strength of the relationship between an antecedent and its consequence.  It is calculated by dividing the number of transactions containing both the antecedent and consequent of a rule by the number of transactions containing only the antecedent. A high confidence value indicates a strong association between the antecedent and consequent, which can be used to make predictions or generate recommendations. 
[bookmark: _hd5e3xaucg50]Table 4.7 shows results that provide useful insights into the relationships between supervisor behaviors and can be used to inform management practices. The findings suggest that certain behaviors may co-occur and that supervisors who engage in one behavior are likely to engage in others. This can be useful for identifying areas for improvement in supervisor training and development. Additionally, the associations found between the behaviors can inform the design of interventions that target multiple behaviors simultaneously.
[bookmark: _tizpby346bgc]The results suggest that there are strong associations between the supervisor behaviors. For example, when the supervisor engages in behavior G > 4 (which could represent a high level of delegation), it is highly likely that the supervisor also engages in behavior F > 4 (which could represent a high level of feedback and communication). This is shown by the high support (23) and confidence (0.82143) for the association rule G > 4 => F > 4 and F > 4 => G > 4.
[bookmark: _rzdl8en8tvnj]Similar strong associations were found between other behaviors, such as G > 4 and E > 4, and F > 4 and E > 4. There were also weaker associations between the behaviors, such as 2 < F <= 3 and 2 < E <= 3. 
[bookmark: _uba54ugp2zgt]Table 4.7: Association rules between supervisor behaviors

	Antecedent
	Consequent
	Antecedent
Coverage
	Support
	Confidence

	G > 4
	F > 4
	28
	23
	0.82

	F > 4
	G > 4
	28
	23
	0.82

	G > 4
	E > 4
	28
	22
	0.78

	E> 4
	G > 4
	30
	22
	0.73

	F > 4
	E > 4
	28
	21
	0.75

	E > 4
	F > 4
	30
	21
	0.7

	2 < F <= 3
	2 < E <= 3
	44
	29
	0.65

	2 < E <= 3
	2 < F <= 3
	46
	29
	0.63



[bookmark: _4u74kocca2ad]4.7 Comparison of Experiments on Matching
[bookmark: _ndm8521bf0e1]To evaluate the algorithms and discuss why the "One-to-Many Gale Shapley" algorithm was chosen as the best, there was assessment of them based on several criteria, including preference satisfaction, workload balance, time complexity, space complexity, maximum workload, minimum workload, and compatibility score.
[bookmark: _7wl8qojyv4ug]Preference Satisfaction:
· [bookmark: _jt5c80qgkfnr]Collaborative Filtering: 0.8
· [bookmark: _v05ed298cxy3]Genetic Algorithm: 0.91
· [bookmark: _c96s4crd199j]K-means: 0.34
· [bookmark: _mehyqt5qbtth]One-to-Many Gale Shapley: 0.74
[bookmark: _ds2nzm5u8xf]The "Genetic Algorithm" achieved the highest preference satisfaction score, indicating its effectiveness in satisfying the preferences of students and supervisors.
[bookmark: _myqx26fd1ik4]Workload Balance:
· [bookmark: _6ejif040mppi]Collaborative Filtering: 0
· [bookmark: _e34m6m3bug7s]Genetic Algorithm: 0.16
· [bookmark: _lutb06di6p77]K-means: 0.2
· [bookmark: _78qtw1nin286]One-to-Many Gale Shapley: 0.5
[bookmark: _nv9mepvegw95]The "One-to-Many Gale Shapley" algorithm scored highest in workload balance, distributing the workload more evenly among supervisors compared to other algorithms.
[bookmark: _t2lbba6ofw1n]Time Complexity:
· [bookmark: _4t7h0agcnrfj]Collaborative Filtering:   O(num_students2 · num_supervisors)
· [bookmark: _ebeyp5akwwbs]Genetic Algorithm:   O(num_generations · population_size · num_students)
· [bookmark: _2nz9cxaw7ld6]K-means:   O(num_students · num_supervisors)
· [bookmark: _xd2wtwdq2x1]One-to-Many Gale Shapley: O(num_students · num_supervisors)
[bookmark: _pzhglstpbamw]The "Collaborative Filtering" algorithm exhibited the highest time complexity. In contrast, both the "K-means" and "One-to-Many Gale Shapley" algorithms showed lower time complexity, making them more efficient in terms of computation time.
[bookmark: _nqzboflx3a55]Space Complexity:
· [bookmark: _xy82cbz5vgbx]Collaborative Filtering:   O(num_students · num_supervisors)
· [bookmark: _mwuh11m8n9q9]Genetic Algorithm:   O(population_size · num_students)
· [bookmark: _yc1z3fed7n49]K-means:  O(num_students + num_supervisors)
· [bookmark: _9u4v671hm6z8]One-to-Many Gale Shapley: O(num_students + num_supervisors)
[bookmark: _f5l0e0dd3qww]The "Collaborative Filtering" algorithm had the highest space complexity. The "K-means" and "One-to-Many Gale Shapley" algorithms displayed lower space complexity, indicating more efficient memory usage.
[bookmark: _8owxm2bbgr20]Maximum Workload:
· [bookmark: _jst4vsf3t4r0]Collaborative Filtering: 61
· [bookmark: _bidodlbrjclv]Genetic Algorithm: 12
· [bookmark: _2p5abw9f7ggp]K-means: 15
· [bookmark: _jkfft0u6z27k]One-to-Many Gale Shapley: 6
[bookmark: _269ef6l0p41m]The "Collaborative Filtering" algorithm resulted in the highest maximum workload, potentially overloading some supervisors. In contrast, the "One-to- Many Gale Shapley" algorithm had the lowest maximum workload, indicating a more balanced distribution of students among supervisors.
[bookmark: _jt9827166xuy]Minimum Workload:
· [bookmark: _69un5e7wa86j]Collaborative Filtering: 0
· [bookmark: _1rrx1cw7thrg]Genetic Algorithm: 2
· [bookmark: _7jwhcb9b2x63]K-means: 3
· [bookmark: _lb6qd1eg9s1y]One-to-Many Gale Shapley: 3
[bookmark: _v1iwelhn4lg]The "Collaborative Filtering" algorithm had the lowest minimum workload, potentially leading to underutilization of some supervisors. The "Genetic Algorithm," "K-means," and "One-to-Many Gale Shapley" algorithms exhibited higher minimum workloads, suggesting a more equitable distribution of students.
[bookmark: _sgnenrq5yczq]Compatibility Score:
· [bookmark: _f24j5wgi1weq]Collaborative Filtering: 0.24
· [bookmark: _7gqyba7fjqma]Genetic Algorithm: 0.04
· [bookmark: _9apyze7puf1z]K-means: 0.23
· [bookmark: _cgruicyka1cx]One-to-Many Gale Shapley: 0.46
[bookmark: _kpsbvw6wxju3]The "One-to-Many Gale Shapley" algorithm achieved the highest compatibility score, indicating more compatible student-supervisor assignments compared to other algorithms.
[bookmark: _26o5v6hbwxiu]Based on this evaluation, the "One-to-Many Gale Shapley" algorithm emerges as the best choice. It offers high preference satisfaction, workload balance, and compatibility score. It also performs well in terms of time and space complexity and achieves the lowest maximum workload, which is crucial in maintaining a balanced workload for supervisors. 
[bookmark: _5piycz6tj1lw]Based on dataset 4, which encompassed students that were matched to supervisors manually without the algorithm, the average preference satisfaction score was 0.48. Comparing with the experiment 4, where there was done matching by the use of one-to-many Gale-Shapley, the average preference satisfaction score was 0.74. The improvement rate is 35%.
[bookmark: _v2p5iqxlqij6]4.8 Discussion
[bookmark: _9fsid4dlbn9e]Based on experimental results, it can be shown that One-To-Many Gale-Shapley has in average the most optimum values with preference satisfaction 0.74, balance of workload 0.5, maximum workload 6, minimum workload 3. Considering a set of metrics showed a comprehensive approach in evaluation of algorithms in matching students to supervisors Comparing with existing work in the context of matching students to supervisors which is outlined in the literature review, this study put focus on defining similarity of students and supervisors related to psychological compatibility rather than only preferences for research areas. Also this work considered new metrics as compatibility score and preference satisfaction in the context of psychological compatibility. Adding this up into supervisorship web service with function to track progresses of students, comparing with, this service is more complex with transforming matching process and tracking process into one coherent service.
[bookmark: _tau5fn4t7dcs]The main limitation of the conducted experiments is small size of dataset 1. While every effort has been made to ensure the representativeness of the sample, the limited number of observations may restrict the generalizability of the findings to a broader population. It is essential to recognize that a larger dataset could offer a more comprehensive understanding of the intricacies of student-supervisor dynamics and workflow perceptions. The study's focus on the perceptions of students and supervisors within a specific context may impact the generalizability of the results to diverse educational or professional settings. The findings are grounded in the unique characteristics and nuances of the studied population, and caution should be exercised when applying these conclusions to dissimilar environments. 
[bookmark: _9imyr3zf99nc]Despite the modest size of the dataset, consisting of 130 records with inputs from 110 undergraduate students and 20 supervisors, several factors contribute to its sufficiency for the development of robust algorithms aimed at matching students to supervisors effectively. The matching of students to supervisors is a task with a relatively focused scope. The dataset is tailored to this specific objective, ensuring that the features and parameters relevant to the matching process are adequately represented. In scenarios where the task is narrowly defined, a smaller dataset can still yield meaningful results. Despite the smaller overall size, the inclusion of diverse perspectives from both students and supervisors enhances the dataset's richness. Variability in responses, experiences, and preferences allows algorithms to learn patterns that can be more generalizable across a broader spectrum of student-supervisor relationships.
[bookmark: _u9clfem9rrfg]5. Supervisorship web service
The service allows students to put their tasks regarding thesis implementation and supervisors to check their progress and predict their performance. It can be quite helpful for both sides of the dissertation writing process: students and supervisors. For students, it is quite convenient to see a set of tasks to accomplish, change their priority and manage for time-management purposes, whereas for supervisors it can be beneficial to see overall progress and statistics of the students to track their progress, look up on any difficulties they currently have to share their opinion and advice to accelerate and improve the process of writing thesis. The clever integrated algorithm used by this web site expertly streamlines the process of linking students with qualified supervisors. This platform provides an ideal pairing of students and supervisors based on a variety of pertinent factors and considerations through the seamless integration of advanced computational techniques and intelligent algorithms. This web service greatly streamlines and improves the efficiency and efficacy of the matching process by utilizing cutting-edge technology. As a result, better outcomes and improved collaboration between students and their designated supervisors are the end results.
Supervisorship web service has a set of functions related to tracking progress of students and matching students to supervisors. Figure 5.1 shows a function that plays a crucial part in finding the best matches between students and supervisors, utilizing the supplied dataset to support thorough and well-informed decision-making.
The task of this function is to process and analyze the dataset, which normally contains essential data on students and supervisors, using powerful sophisticated algorithms and computational approaches. These algorithms are used by the web service to examine the dataset in a methodical manner while looking for possible alignments and synergies between students and supervisors. The goal of this comprehensive analysis is to find the most appropriate matches that have the best chances of encouraging fruitful and cooperative collaborations. It takes into account perceptions of students and supervisors about their work relationship.
The function employs advanced matching algorithms that iteratively improve and optimize the selection process in order to operate in an iterative fashion. The ultimate objective is to increase the possibility of positive interactions, allowing students to gain from the knowledge and experience of supervisors.
The web service relies on this feature to streamline what would otherwise be a difficult and time-consuming process of discovering suitable matches for students and supervisors. Significant time and effort are saved, and both students and supervisors experience greater overall success as a result.
[image: ]
Figure 5.1: Exporting matching results based on the file

Figure 5.2 shows the process of creating a task by a student. Student enters the title of the task, its description and approximate amount of time needed to complete a task. After the student enters information related to the mentioned questions, the task appears in the task list. It can be quite convenient for a user to see the list of tasks in the way as it is outlined in the Figure considering that user experience was a focus in the process of creating user interface in the service.

[image: ]
Figure 5.2: the process of creating a task by a student

Figure 5.3 shows the process of marking tasks as completed. After a student finishes his task, he checks whether everything is done according to requirements, and if that’s the case, then this student will mark his task as completed. As a result, the task will disappear from the list of tasks that the student sees. All completions of the tasks have impact on measuring the productivity of a student, and time series model which is included in this project will use it in the own accord to predict productivity of students.

[image: ]
Figure 5.3: the process of marking tasks as completed

Figure 5.4 shows the main page of the service. On the main page, the administrator can see a set of tasks. He can also edit performance measures and see a set of users in the system, their roles. Also, by navigating over the menu, he can navigate to a page which shows all supervisors and to a page that shows all students in the system.

[image: ]
Figure 5.4: the main page of the service.

Figure 5.5 shows the section of managing users of the service. For each user, there can be seen his first name, last name, email, role and corresponding action can be applied to them considering that you are an admin.   The actions that there can be applied to users are changing their role from a student to a supervisor or vice versa, and deletion of a user. Deletion results in the situation that user will not be found in the list and essential request will be sent to a server which will execute essential database management systems query to remove the record from the database.

[image: ]
Figure 5.5: section of managing users of the service

Figure 5.6 shows the page of supervisors of the service. On this page, supervisors can manage their students, they can see their work and track their progress. Through the application and practice on this service, supervisors can  use the obtained information in the formation or reformation of strategies directed at the improvement of processes regarding student-supervisor relationships and working towards the successfulness of the thesis work.

Figure 5.6: Page of supervisors[image: ]

Figure 5.7 shows the page of students of the service.

[bookmark: _583vk6ojq994][image: ]
[bookmark: _cxwxw8g7evwt]
Figure 5.7: Page of students

By the use of method to predict student’s progress there can be adjusted strategies to increase probability of successful implementation of thesis’s. For instance, if it is predicted that productivity is going to be low for a student, then his/her supervisor can arrange one-to-one meetings in advance to define the issues and find solutions to increase productivity of a student. Then, throughout the time, the supervisor can see progress of student and forecasting for the future weeks.
This web service’s incorporation of an algorithmic matching system is of utmost importance for a number of compelling reasons.
First off, academic activities’ quality and performance are greatly influenced by the process of pairing students with supervisors. By allowing students to obtain the appropriate advice, support, and expertise from supervisors who have the necessary knowledge and experience in their respective professions, a well-aligned pairing increases the likelihood of successful and beneficial collaborations. As a result, this enables students to have a more meaningful and enriching learning experience, supporting their intellectual development and general academic advancement.
Second, an integrated algorithmic matching system makes the distribution of supervisors efficient and equitable. This web service can evaluate and analyze a massive quantity of data, taking into account elements like research interests, competence, availability, and compatibility, by using computational techniques. This makes it possible to evaluate and compare many characteristics in-depth, ensuring a fair and impartial matching procedure that increases the likelihood of finding the best supervisor for each student. This technique helps to reduce potential mismatches and improves overall satisfaction for both students and supervisors by removing subjective biases and human limitations.
Additionally, the web service’s integration of such a system offers scalability and flexibility. Manual matching becomes more time-consuming and error-prone as the number of students and supervisors rises. Large datasets may be processed accurately and efficiently using an algorithmic method, making it easier to scale the service to handle an increasing user base. The algorithm can also be improved and modified in response to user input and changing needs, ensuring ongoing improvement and flexibility to meet new demands.
The use of an algorithmic matching mechanism also encourages accountability and transparency. The matching decisions can be explained and justified in detail thanks to the ability to audit and document the underlying mathematical process. Through continued review and refinement of the matching algorithm, this transparency not only fosters user trust but also ensures the matching algorithm’s effectiveness and fairness throughout time.
In summary, this web service’s incorporation of an algorithmic matching system is a key component in streamlining the process of matching students with supervisors. It raises the standard of academic cooperation, makes the distribution of supervisors efficient and equitable, allows for scalability and adaptability, and encourages transparency and accountability.

[bookmark: _xntbr3bsgawf]6. Conclusion
Supervisorship service has been implemented which has a feature to match students to supervisors based on psychological perceptions of students and supervisors regarding their workflows and a feature of tracking progress of students.
There was collected data to measure student-supervisor perceptions regarding their workflows based on what there was conducted experiments to match students to supervisors.   New metrics specifically to compare matching students to supervisors were defined such as preference satisfaction, balance of workload, minimum workload, maximum workload, compatibility score.
4 different algorithms were applied for matching students to supervisors such as One- to-Many Gale-Shapley, K-Means, collaborative filtering, and genetic algorithm. They were compared according to the defined metrics. Based on experimental results related to matching students to supervisors the following points were made:
1. One-to-Many Gale Shapley offers efficient execution with low time and space complexity and balance of workload 0.5. Also, it has relatively good values comparing with majority of used algorithms which indicate that the usage of One-to-Many Gale-Shapley is the most optimal approach to match students to supervisors.
2. The Genetic Algorithm excels in preference satisfaction 0.91, however it has very poor workload balance and compatibility and can be not suitable for matching students to supervisors in practice.
3. Collaborative Filtering despite having high preference satisfaction has very poor balance of workload.
4. K-means obtained relatively not optimal results by getting 0.34 preference satisfaction and 0.2 balance of work.
Derived from dataset 4, which involved manually matching students with supervisors without utilizing the algorithm, the average satisfaction score for preferences was 0.48. Contrasting this with experiment 4, where matching was performed using the one-to-many Gale-Shapley algorithm, the average satisfaction score for preferences was 0.74. This represents a 35% increase in the satisfaction rate.
[bookmark: _o8knyhycpfvp]
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